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Abstract Anomaly detection plays a vital role for e-commerce businesses due to the enormous 

volume of numeric data they handle.   Price data is a prominent example of such data, and detecting 

anomalies in numeric data is challenging due to potential errors and outliers, which can disrupt sales 

calculations and result in financial losses. Anomaly detection in e-commerce aims to identify the 

outliers within a given dataset automatically. This research study explores unsupervised and 

supervised machine learning approaches for detecting price anomalies in publicly available e-

commerce datasets. This research proposed an anomaly detection framework that involves feature 

selection using the Z-score technique, followed by multiple corresponding analyses (MCA) of the 

same selected features. Machine learning techniques, including Isolation forest and DBSCAN, are 

employed to detect price anomalies. A threshold is then established for a voting scheme (Voting 

ZID) to enhance the accuracy of the anomaly detection technique.  Different machine learning 

classifiers are evaluated after labelling the anomalies (anomalous and non-anomalous), including 

Gaussian Naïve Bayes, Random Forest, LDA, SVM and the proposed Gradient Boosting Machine 

technique. The algorithms are optimized by tuning different parameters.  The proposed technique 

attains high performance in terms of precision 0.9713 % and accuracy 0.9751 % - the highest on 

the benchmark. 
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Introduction 
Anomaly detection remains an open issue in the field of E-commerce. Usually, machine learning 
algorithms are used to detect incorrect and inconsistent data. Machine learning techniques have 
identified some issues and several solutions to the problems. Thus, Anomaly detection in E-commerce 
will become a way of life for business managers. Detecting anomalies is crucial but often provides critical 
data in various application domains. Anomaly detection is widely used in the real world, such as in cyber 
security, medical diagnosis, social media, fault detection, fraud prevention, finance, energy demand or 
consumption, and e-commerce [1]. Such types of applications need anomaly detection algorithms that 
accurately detect with the best performance and fast execution. Various techniques detect anomalies in 
real-world environments by considering internal data, i.e., input data, and external data, i.e., output data 
like Amazon, Walmart, Big Mart, and eBay [2]. Let’s consider an example regarding price anomalies in 
an E-commerce data set. Studies have shown that price cannot be negative; it must range from 0 to any 
positive integer value.  

Further, the quantity of items also cannot be negative. The preprocessing step removes negative price 
and quantity in this data set. Furthermore, this research utilizes approaches like interquartile range and 
z-score to detect anomalies in price, whether abnormal or not. Detection anomalies in such datasets are 
difficult for the machine due to huge variances or price fluctuations. Such variance causes and leads to 
anomalies that are very difficult for machine learning algorithms to detect.  In retail companies, anomaly 
detection methods help the monitoring team if any changes or unexpected changes in several completed 
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transactions [3]. Outliers, noise, and anomalies occur for many reasons, including holiday shopping or 
sudden weather changes. By detecting anomalies if prices increase and selling quickly, businesses can 
check stock levels and make important decisions, such as ordering surplus stock or checking alternative 
inventory that accurately meets customers' needs [4]. 

E-commerce has many anomalies, such as changes in cost structure, price structure, sales, profits, 
products, unexpected technical site issues, etc.  This research section reviews some of the techniques 
already proposed from the perspective of anomaly detection in retail and e-commerce datasets[5]. This 
paper addresses e-commerce website challenges by introducing the SVM algorithm to improve accuracy 
in detecting price anomalies in real-time datasets [6]. However, the experimental results of the baseline 
framework show that they can detect anomalies with 94.02 % precision on the average. Our approach 
detected anomalies in price features using unsupervised methods using our hybrid approach (Z-Score 
+ Isolation Forest + DBCAN), and then moved towards a supervised approach on the basis of proposed 
voting schemes to classify them anomalous and non-anomalous data.  This research utilizes and 
implements different machine-learning algorithms. After deploying several models, our proposed GBM 
gained better accuracy and precision than previous approaches. It is valuable research and practical for 
large-scale retail companies to detect anomalies properly and efficiently. Therefore, this research will 
further investigate and develop an optimal framework to detect anomalies with improved performance. 

Lastly, we will discuss the significance of anomaly detection.  In business analytics, anomalies are 
removed in the last few decades before building models. Those outliers and anomalies are difficult to 
remove. Due to advancements in machine learning and deep learning technology, anomalies are 
identified automatically, and alerts are generated to support teams. Thus, advancements in hardware 
and software considerably reduced the anomaly detection cost and made it easy and affordable for retail 
companies. E-commerce websites generate a massive amount of data [6] because daily operations and 
transactions have made a collection of information. The collected data are used to make essential 
decisions for retail companies [8] in future circumstances. Thus, anomaly detection is beneficial for 
retailers when using data. Due to machine learning advancements, anomaly detection is effortless and 
does not need surplus work to maintain data collection. Real-time information is needed for e-commerce 
retailers [9] because they require faster responses to make changes during alerts generated by data in 
real time[7]—automatic real-time detection made possible for businesses with high speed and error-free 
analytics to their lives. When anomalies occur, the systems detect them automatically and correlate to 
scores, and alerts are generated to prevent profit and sales loss for their business. It allows e-commerce 
retailers to check effectively and efficiently. A dotcom retailer and business adopt anomaly detection as 
a way of life due to its fasteners, ease, cheapness, and effortlessness. 

 

Related Work 
The research article [8] shows three main machine-learning anomaly detection approaches. These 
approaches are supervised, semi-supervised, and unsupervised techniques, as shown in Figure 2. 
Adopting the current anomaly detection technique is crucial, depending on the availability of suitable 
labels in the data set. Supervised anomaly detection requires a data set with normal or abnormal labels 
for the algorithm. This type of approach involves training the model or classifier. Unsupervised anomaly 
detection techniques require a data set with neither classification nor labelling and permit the algorithm 
to work on information in the data set without guidance. Semi-supervised anomaly detection techniques 
are a series of data points, some for which labels are unknown. It is used to classify some unlabelled 
data using a label information set. Anomaly detection in E-commerce is a significant problem widely 
discussed in cyber security, medical diagnosis, social media, fault detection, fraud prevention, finance, 
energy demand or consumption, and E-commerce. A research article[9] describes that anomalies are 
divided into three categories: points, contextual, and collective anomalies. Anomalies are the data points, 
events, or observations that deviate from the expected behavior of the dataset. Three main types of 
outliers or anomalies are broadly divided and discussed.  

1. Contextual Anomalies: The change in context-specific. These anomalies are single observations that 
mostly deviate from the expected observation. For example, the family expenditure is 100 $ every day, 
but it may be odd otherwise. Fraud detection of credit card in which amount is spent. Purchase with 
considerable transaction value.  

2. Anomalous Subsequences: Anomalous subsequences are subsequences within a time series that 
deviate from other parts of the time series.  

3. Time series Anomalies: Anomalous time series are time series that deviate from a collection of time 
series. 

Anomaly detection is a crucial task for most machine-learning applications. With technological 
advancement, machine learning approaches have gained high popularity in the last decade. Thus, many 
researchers started working on similar machine-learning methods to identify and detect anomalies in 
multivariate data.  For instance, the researcher worked on a clustering technique i.e. k-Mean, to detect 
outliers in univariate data. 

In figure 1 describe Anomalous and non-anomalous data while figure 2 show approaches for anomaly 
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detection using machine learning.  

 

 
 

Figure 1. Machine learning Approaches for Anomaly Detection 
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Figure 2. Anomalous and Non Anomalous Data 

 

 

Machine Learning Approaches for Anomaly Detection 
Machine learning techniques are widely used for solving complex nonlinear problems. There are many 
applications in which machine learning techniques are successfully applied, such as cyber security, 
medical diagnosis, social media, fault detection, fraud prevention, finance, energy demand or 
consumption and E-commerce. These techniques have been used for years in the anomaly detection 
domain.  

In large-scale, online pricing systems, the timely detection and performance of anomalies are considered 
highly important. There is a lot of significant work on anomaly detection approaches, Welford’s algorithm, 
a quartiles-based solution [10], a z-Score metric-based solution [11][12] and a machine learning-based 
solution called Half-Space Trees (HST)[13]. The first three algorithms are based on statistical 
indicators/metrics, while the last comes from machine learning. Most of the literature review on the 
unsupervised approach deals with real-world network environments and online streaming datasets, while 
the supervised approach is considered for training data sets. Such a type of training data set is difficult 
for online real-world networks. The research article [14] states that the decision tree technique, i.e., 
Isolation Forest, needs a lesser considerable amount of memory and works for linear time complexity. It 
is suitable for large data sets that consist of arbitrary characteristics. It detects anomalies fast and with 
high performance, while the distance-based approach takes enough time and performs poorly. However, 
techniques SVMs [8] support vector base algorithms to handle non-labelled data. In the research article 
[15], the author calculates the points having more weight and then computes them to K nearest 
Neighbour in search space using the Hilbert curve. In the research article [16], an auto encoder is an 
unsupervised approach that rebuilds the arbitrary or false input with an efficient architecture having an 
encoder and decoder. A research article [17] that implemented Graph Neural Network (GNN) detects 
hidden outliers or anomalies in social networking websites like Facebook, Twitter, etc., with efficient 
performance regarding accuracy. Time-series anomaly detection approaches [18] work with large online 
real data sets to detect anomalies quickly, accurately, and smoothly. In article [19], the Negative 
Selection algorithm operates in time linear complexity regarding the dataset size. In a research article 
[20] on social networking websites like Facebook, LinkedIn and huge enterprise, larger companies need 
a productive system that detects anomalies in real-time with efficient performance in less time. In 
literature [21] the authors designed such a system based on bio surveillance to detect false patterns or 
anomalies for retail data in the pharmacy. The system checks daily over a certain time frame which 
monitors and detects anomalies of sale daily. In research article [22] fast space-time metrics and  
statistics are used which enhance the pharmacy system more accurately and feedback of users was 
also achieved. 

In recent years [23][24], machine learning has played an important role and produced good results in 
different fields. Techniques based on machine learning moved researchers towards anomaly detection 
in E-commerce [25][26]. In this paper, we propose machine learning techniques to find anomaly detection 
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in the e-commerce dataset. The goal is to find anomaly detection in pricing of E-commerce data set 
products while reducing time, complexity, and accuracy. 

The given input data's goal is to calculate and detecting anomalies in E-commerce pricing data set 
automatically. Still, many traditional methods used naïve based classifier[27]  k-NN [28], local outlier 
factor and Fast Angle Based Outlier Detection (FABOD) [29] and quartile-based methods such as one-
class SVMs [30][31]; however, their training time or prediction time were too long for scale. As discussed 
earlier, different methods have been proposed to calculate anomaly detection in E-commerce. However, 
accuracy still needs to improve.  

Gradient Boosting Machine (GBM)[32]  and neighbourhood-based approaches such as K Nearest 
Neighbourhood (KNN) [33], Local outlier factor (LOF) [34], and based Outlier Detection (ABOD) [35] are 
applied to different anomaly detection tasks from last many years. Tree-based approaches, i.e. the 
Random Forest and Gradient Boosting Machine, provided good performance and prediction times. At 
the same time, the Isolation Forest was not good, as we will see in the experiments section.  

In a research article  [36] four proximity-based unsupervised machine learning techniques are 
implemented in a power quality dataset.  This contrasts standard classification tasks because these 
techniques are applied on unlabelled datasets, taking the values as input of power quality data into 
account. Finally, it detects anomalies and analyses them in a power quality dataset using proximity-
based unsupervised machine learning techniques.  Histogram-based outlier detection (HBOS), Cluster 
based Local outlier factor (CBLOF), Local Outlier factor (LOF) and K- K-nearest neighbourhood (KNN) 
methods are implemented to detect anomalies in the power quality dataset. Local outlier factor (LOF) 
does not detect anomalies as abnormal.  Such methods are also implemented and observed in other 
datasets.  

Neighbourhood-based anomaly detection techniques, in which KNN is the most popular algorithm, take 
an unsupervised approach when it has come to anomaly detection. This is because there is no real 
learning involved in the process and there is no pre-defined or pre-determined labelling of “anomalous” 
or “non-anomalous” in the dataset. It is fully based upon threshold values. Scientist and researchers 
randomly decide the cut-off values beyond which all points which are observed, after observation they 
classified as anomalies that is why there is no train test split of data or an accuracy report.  

Interquartile range IQR is the simplest approach to detect irregular pattern, in which the data is to flag 
as input and data points that differ from common statistical characteristic distribution properties, including 
mean, median, mode and quartiles. Inter-quartile Ranges IQR is statistically used to analyse and 
measure the statistical dispersion, and the dataset is divided into quartiles. In other words, we can say 
that in a dataset in which anomalies are detected, we divide the ith feature or any set of observations 
into four defined intervals or quartiles based on the dataset's values.  

Interquartile has some drawbacks in scenarios in which the pattern is based on seasonality. This is 
complicated and sophisticated technique, such as decomposing or diving the dataset into three or more 
quartiles or multiples trends to detect the changes in seasonality.  The other drawback is that abnormal 
or normal may immediately or randomly change, as malicious adversaries constantly adapt themselves.   

 
Unsupervised Anomaly Detection 
There is a significant work on unsupervised anomalies detection in machine learning. In research article 
[37] unsupervised anomaly detection algorithms are mainly divided into (1) Nearest-neighbour approach, 
(2) Clustering approach, (3) statistical Approach. However researcher develops newly algorithms and 
compare their state of art techniques with results for instance local outlier factor (LOF) and k-nearest 
neighbour (KNN), unfortunately some of datasets are not present which make difficult and serious 
problem for finding metrics. Lazarevic et al. [37] analysed and implemented four techniques LOF, k-NN, 
PCA, and SVM for intrusion detection by taking data set of KDD-Cup99. The same approach was used 
on the same data set by applying and implementing a cluster-based technique i.e. KNN and one class 
SVM. Auslander et al. [37].implemented models of k-NN, Local outlier factor and clustering based 
techniques on maritime video surveillance data. Furthermore in research article [38] analysed Support 
Vector Data Description (SVDD), Gaussian Mixture Model (GMM) and k-NN for identifying and detecting 
outliers in 10 differ datasets. In these approaches [20][39] author implemented semi-supervised 
approach for training data set although author claims to implementation of unsupervised approaches. 
Comparative analysis of ten different data set of different anomalies approaches were used in by author 
Carrasquilla [37]. In research article  [40] one unsupervised anomaly detection technique was 
implemented on different data set however its experimental results are compared to other outlier 
detection approaches.  

There is a significant work and studies for implementation of single approaches only, however anomaly 
ensembles  technique [41] is concatenation of two or more unsupervised anomaly detection approaches 
in order to enhance the performance of joint approaches. Although unsupervised anomaly detection 
doesn’t contain label data set, thus it is difficult to work on it and challenging task for simple combinations 
of approaches. 
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Supervised Anomaly Detection 
In [42] classical approaches such Gradient Boosting Machine (GBM), Support Vector Machines (SVM), 
Decision Tree (DT) and Random Forest (RF) played very beneficial. In research article [43], European 
dataset is taken and different  approaches Gradient Boosting Machine (GBM), Logistic Regression (LR), 
Reinforcement Learning (RL), Support Vector Machine (SVM) and concatenation of certain classifier 
were deployed that recall rate is increases up to 91 %. This is done by analysing and balance data by 
standardizing data, through this recall and Precision were increased. In these models as described 
above, Random Forest (RF) proved high accuracy rate of 95.5% than decision tree (DT) with 94.3 % 
accuracy and logistic Regression with 90 accuracy on European data set.  

In  [42] k-Nearest neighbours (KNN) and anomaly detection approaches are applied, this model work 
well and   efficient in fraud detection system because in this work false rate is decreasing and detection 
rate of anomalies increasing. KNN approach also work in paper [44] author described and experimented 
this approach and comparing with other models. Furthermore some classical algorithms are analysed 
and compare with deep learning approaches. These approaches gain accuracy 80 percent approx. In 
paper [45] author compared the performance of KNN, NB, gradient boosting tree (XGBoost), Random 
Forest (RF), Support Vector Machine (SVM), Gradient Boosting Machine (GBM), Decision Tree (DT), 
Multi-Layer Perceptron (MLP) and stacking classifier on European data set. After standardizing data, 
experimental result of classical approaches gain well accuracy however the stacking approaches gains 
higher accuracy than classical approaches. In research article [45] Auto-encoder and Restricted 
Boltzmann Machine approach were analysed and deployed in which experimental result show that these 
algorithms are highly considerable , best fitted and suitable for credit card anomaly detection. In research 
article [46] majority of work has been done on machine learning approaches for detection of anomalies 
in real time data set because these models are less time consuming and perform well in large scale data 
set. However deep neural network approaches on anomalies detection perform well in very large data 
set but such models are computational time consuming and expensive. 

In literature review of this section we present detecting anomalies in E-commerce by comparison table 
1. Different researchers applied different techniques to detect anomalies and tried to improve the 
Precision and accuracy. We have presented results, advantages and limitations of existing techniques. 
In the next research we will present our proposed methodology to find anomalies detection in E-
commerce and improve its performance. In this research, the proposed system has been presented for 
detecting anomalies in E-commerce. The proposed architecture uses machine learning models. We will 
discuss model architecture and detail description of each module. 

 

 

          Table 1. Overview of Machine Learning Approaches and their Features 

Paper Year Techniques Dataset Limitation 

[47] 
 

2023 Long short-term memory 
networks 

Sale and Price 500 
Index      

A problem with LSTM is that it over fits 
the training data and generalization 
ability is lose particularly when there is 
noisy or erroneous data 

[48] 
 

2022 Robust covariance and  
Isolation Forest 

Pump and dump in 
the Bit coins 

Visualizing result is complicated. Taking 
consideration for correctly optimized 
because it requires a lot of computational 
power and implementation may be long.  

[49] 
 

2022 Principal Component 
Analysis and Neural 
Networks 

Stock Price Data set  Decision tree, detecting anomalies 
based on generating I trees, Perform well 
if density of data is not same in dataset. 
While Random cur forest is good 
however running time is too large. 

[50] 
 

2023 Support Vector Machine Credit  Card  Fraud  
Detection  dataset 

Powerful technique, easy to understand 
and implement however running time is 
too large depending upon the nature of 
data.  

[51] 
 

2023 Gradient Boosting 
Machine 

Bank Transaction 
dataset 

This approach is based on relationship 
between features and   employing 
Recursive Feature Elimination (RFE) and 
Principal Component Analysis (PCA). 
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[52] 
 

2023 Extreme Boosting  
 

E-commerce 
Transaction Dataset  

IsGuestOrder feature is included in the 
dataset to increase the performance of 
Logistic regression and extreme boosting 
machine.  

[1] 
 

2022 Isolation Forest Industrial Dataset  Isolation forest, no clear threshold for 
decision and parameter depend upon the 
size and dimension of dataset. 

[53] 
 

2023 XGBoost algorithm Onion Price Dataset The more complex data, it will not 
perform well because it is based on 
decision tree. 

[54] 
 

2022 AE- LSTM 
 

Solar Power 
Generation Data 

It becomes problematic in sequential 
data, it become over fitting due to learn 
long term dependencies. 

 

 
Proposed Work 
For the detection of our proposed technique our system comprises the following steps: Exploratory Data 
Analysis, Pre-processing and feature extraction, Detecting anomalies with Z score, Isolation Forest, and 
DBSCAN separately then passing through our proposed ZID method  through voting system and finally 
calculate anomalies with labelled in form anomalous and non-anomalous data in shape of 1 and 0. Then 
data shuffling process is carried out. After that train test method is processed for splitting data. We applied 
different machine learning algorithms including Random Forest, Gradient Boosting Machine, Support 
Vector Machine, Gaussian Naïve Bias and LDA (Linear Discriminate Analysis) is used for detection of 
anomalies in data set. However all of algorithms produce reasonable results with quite good accuracy 
but Linear Discriminant Analysis (LDA) and Random Forest is not effecting in detection anomalies of E-
commerce Data. Furthermore our proposed Gaussian Naïve Baise (GBM) detect anomalies with higher 
accuracy and precision and achieve best results in anomaly detection system.  Our proposed system 
effectively detect false positive. The proposed methodology overview is shown in Figure 6. 
 

PREPROCESSING 
Selecting High Frequency Country 
We first analyse type of currency in dollar. For that we count the number of countries in our dataset. In 
our data we have different countries ranging from 𝐶1 to 𝐶𝑛  as described in Eq.  1. Each country have 

transaction from 𝑡1 to 𝑡𝑛 as shown in Eq.  2. We have to calculate the percentage of each country i.e. 𝑃𝑐 
in which how much the transaction has been done by each countries as described in Eq.  3. In Exploratory 
data analysis and by using Eq.  3, 91.43 % transactional data is done by United Kingdom so we choose 
the type of currency in dollar. We ignore the other transactional data done by different countries as they 
are very less ranging from 0.1 to 1 % by using Eq.  4. Detect anomalies in unit price we are concern in 
dollar because 91 % of dataset contain United Kingdom so we opt dollar price. 
 

( ) ( )11
, .                              Eq.1 

C

i i ni
C x C C C+=

= 
    

( )where   is countries in table  C x
 

 
 

( ) ( )11
, .                              Eq. 2

T

i i ni
T x T T T+=

= 
 

( )where   is transactions in tableT x
 

( ) ( ) 
( )

    *100
                                     Eq. 3
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Where         cPercentageof Country P=
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Remove Null Values  
In second step of pre-processing we drop null values from our data set. 

Drop Duplicate Values  

In third step of pre-processing we drop duplicate rows in our data set.  

Feature Extraction on EDA 

We analyse the dataset in which country feature contains 91% data of United Kingdom. In fact our main 
target is to detect anomalies in price so to get rid of price conflict between different currencies we opt 
only UK Dollar that is 91% of whole data set. After exploratory data analysis we selected the features of 
stock code, stock description and price. 
 

 

FEATURES SELECTION  
In data set we have selected the features (FS) of stock code, description unit price and country. Here, 
the two categorical of qualitative variable i.e. stock code and description. So we used multiple 
corresponding analysis which are used to transform the qualitative variable as shown in table 3. In our 
study we’re using “prince” using sklearn library of python for MCA model [55]. Component parameter is 
2, iteration is 3, engine = auto and all remaining parameters are default parameter of sklearn. Symbols 
and descriptions are shown in table 2. 

 
Table 2. Symbol and their Description 

Symbols Descriptions                                Explanation 

d Data points Referring to rows of data 

D Dataset Entire collection of data 

FS Feature Selection Stock code and description for MCA transformation 

argmax Argument Max Variance in categorical data 

F* Optimal Subset Stock code , description and price and  possible country  

 
Table 3. Transform Values of Categorical variable based on MCA 

Stock code Description Unit   Price MCA 1 MCA 2 

85123A white hanging heart t-light holder 2.55 1.282533 -0.373759 

71053 white metal lantern 3.39 -0.416247 -1.067324 

84406B cream cupid hearts coat hanger 2.75 -0.183455 -1.136621 

84029G knitted union flag hot water bottle 3.39 0.169823 -0.671747 

84029E Red woolly hottie white heart 3.39 -0.251174 0.906409 

 
 
Let D as Dataset where each data points d belongs to D, so we maps the originals set of features to 
selected features (FS). Let denote this function as FS. 
 

                        Eq. 5FS D F= →
 

 
Optimal subset F* that maximize certain objective function such information gain or classification 
accuracy. The optimal subset 𝐹∗ can be determined as.  

( )* (       Eq. 6F argmax FS D=
 

Before transformation our main task is to perform is pre-processing before analysing and identifying 
anomaly detection techniques that is standardizing. For standardizing data set if mean μ is 0 and its 
standard deviation σ is 1.  
Many machine learning model works well on that data when features of that data is relatively similar scale 
or closely related to normal distribution. For data normalization we use standard scalar in standard scalar 
subtracting the mean and then scaling   a unit difference. Unit difference mean dividing all the value by 
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standard deviation. 
Thus, let D be the dataset and μ the mean of D and σ the standard deviation. The result of standardization 

is 𝑥𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑𝑖𝑧𝑎𝑡𝑖𝑜𝑛 to rescale the features value between 0 and 1. Then, to standardize D by using Eq. 7 

𝑥𝑠𝑡𝑎𝑛𝑑  =
x − 𝜇

σ
for all x ϵ D               Eq. 7 

In research article [56] observed in their research support vector machine is good when data is to be 
standardized. Also other technique which are computed in this like isolation forest, random forest and K-
NN benefit from.Standardisation is more robust to anomalies, and in many cases, it is good and 
preferable over normalization. Standardization is not equal to normalization, where D is changed, such 
that: 
 

  belongs  0,1 for x   D      Eq.8standx ò
 

 
After the transformation process has been done, we have train the data based on stock code and 
description to detect anomalies in price using unsupervised methods like isolation forest and DBSCAN 
in next session. 
 
 

ANOMALY DETECTION FUNCTIONS 
Calculating Z-Score   
A z-score is defined as position of some raw score from distance its means, when it is measured in 

standard deviation units [57]. The positive z-score is values lies above the means and negative z-score 

means it lies beyond the mean. 

After selected features we group the data based on stock code and description using group function and 

transform function with mean to calculate the mean of group data and similarly calculate standard 

deviation in this manner. After calculating means and standard deviation we calculate the Z score of ith 

feature i.e. price by using Eq.  9 and 10. 

 

                                             Eq.9
 

x
Z





−
=

 

  Where Z Z score=  

     .  x ith feature Scorei eUnitPrice=
 

Means =
 

 Standard Deviation =  

( )               Eq.1  0Zscore zPrediction x P=
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Figure 3. Z-Score graphical visualization 

In this scenario we group data based on stock code and description. We calculate Z-score of each unit 

price of group data items. We setup threshold many time to adjust where anomalies actually exists, finally 

we setup a threshold 2 and -2. We have seen that  an item having stock code ”  D “, where D means 

Discount and description  “Discount”  average historical prices 5 $ to 30 $  but suddenly price fluctuate 

from average historical prices i.e. 1867 $ as describe in table  4. This can cause be system error and 

other reason but our system detected anomaly as described in table 4. 

 

                 Eq.9
 

x
Z





−
=  

  Where Z Z score=  

1867.86x =  

67.89 =
 

221.845 =  

( )         Zscore zPrediction x P=
 

In this scenario we have noted that an item having stock code ”  20685 “ and description  “Doormat Red 

Retro spot”   average  historical prices 4 $ to 7 $  but suddenly price fluctuate from average historical 

prices i.e. 15.79 $. This can cause be system error and other reason but our system detected anomaly 

as shown in table 5. 

 

Table 4. Calculation of Z-Score of an item D 

Row ID Stock Code     Description  Unit Price Z-Score  Outlier Condition 

479867 D Discount 14.88 -0.238967 0 

479868 D Discount 19.82 -0.216699 0 

479869 D Discount 16.76 -0.230492 0 

516221 D Discount 20.53 -0.213498 0 

516455 D Discount 28.68 -0.176761 0 

479867 D Discount 14.88 -0.238967 0 
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Table 5. Calculation of Z-Score of an item Doormat Red Retro spot 

 

 

 

 

 

 

 
 
 
 
 

 

Isolation Forest 
Isolation tree is based on decision trees algorithm.  The important thing about isolation forest is that is it 
measure some distances similar to K-mean algorithm as check whether it is anomalies in the data or 
not. The Isolation forest instead tries to isolates each data point and checks for data points that is 
different from other part of points in data set [58].  
We first used multiple correspondence analysis to assign unique values of group data based on stock 
code and description. After assigning unique values using MCA model then we train our data and fitting 
data to detect anomalies using isolation forest.  Isolation forest is one of mostly used and common recent 
model which was first proposed in 2008 and was later published in a paper 2012. Around 2016 it was 
taken incorporated in Python Scikit-Learn library. This isolation forest is tree based algorithm based on 
random forest and decision tree. In our data set the isolation forest model split the data into two part on 
the basis of random threshold value. The model process is continued until each data point is isolated 
completely. Furthermore when isolation forest model evaluate on complete data it filter the data points 
that is to be taken lessen step than other to be isolated. It returns score of each entity to detect anomalies 
in dataset by using Eq.  11. After detecting anomalies they are labelled with 1 and 0, 1 for anomalies 
and 0 for non-anomalous. 
 

𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 𝐼𝑠𝑜𝑙𝑎𝑡𝑖𝑜𝑛 (𝑥) =  𝑃𝑖                       Eq.   11 

     

479868 D Discount 19.82 -0.216699 0 

479869 D Discount 16.76 -0.230492 0 

150591 D Discount  1867.86 +8.11358 1 

ID Stock Code     Description  Unit Price Z-Score  Outlier 

Condition 

454 20685 Doormat Red Retro 

spot 

7.95 -0.111841 0 

2124 20685 Doormat Red Retro 

spot 

6.75 -0.453465 0 

191466 20685 Doormat Red Retro 

spot 

4.58 -1.071235 0 

304634 20685 Doormat Red Retro 

spot 

8.00 -0.097607 0 

320829 20685 Doormat Red Retro 

spot 

8.25 -0.026435 0 

334085 20685 Doormat Red Retro 

spot 

7.08 -0.359519 0 

429598 20685 Doormat Red Retro 

spot 

25.79 2.220103 1 
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   Figure 4. Isolation Forest graphical visualization and how it works in price anomaly 

DBSCAN 
DB-SCAN stands for density based Spatial Clustering of Application with noise. Densely grouped data 
are grouped into a single cluster. It is robust to outlier, this is very interesting feature DBSCAN clustering 
algorithm. In k-mean we have to tell the number of centroids beforehand, but in DBSCAN there is no 
need to tell number of clusters in advance [59]. It requires two parameter: one is epsilon and second 
one is min-points. Epsilon is the radius of circle that is to create for each data point whether its dense or 
and min-points is minimum number of data points which require inside of circle for data points to be 
classified as Core Point. 
DBSCAN requires only two parameters: epsilon and min-points. Epsilon is the radius of the circle to be 
created around each data point to check the density and min-points is the minimum number of data 
points required inside that circle for that data point to be classified as a Core point. 
In this algorithm, the category can be regarded as the sample dense area divided by the sample low-
density area in the data space. Therefore, it can be used to detect anomalies in data samples by using 
Eq.  12. 
 

( )                 Eq.   1  2Dbscan DbPrediction x P=
 

http://xisdxjxsu.asia/


 
Journal of Xi’an Shiyou University, Natural Science Edition                                                                                                   ISSN: 1673-064X 

http://xisdxjxsu.asia                                                         VOLUME 20 ISSUE 09 SEPTEMBER 2024                                                         415-441    

 

 
Figure 5. Example of DBSCAN graphical visualization 

THRESHOLD SETTING 
We calculate Z-score of each unit price of group data items. We setup threshold many time to adjust  

Where anomalies actually exists, finally we setup a threshold 2 and -2. We have seen that an item having  

Stock code” 2121 “and description “Vintage Union Jack Bunting” average historical prices 7 and 8 $  

But suddenly price fluctuate from average historical prices i.e.  16.63 $. This can cause be system error  

And other reason but our system detected anomaly. Similarly we grouped data in same way to make  

Cluster for isolation forest and DBSCAN to detect anomalies by using Eq.  13 and 14.   

 

( ) ( )      Zscore zPrediction x P x=
 

 

( ) ( )                 .  1  3Isolation iPrediction x P x Eq=
 

 

( ) ( )                   . 1  4Dbscan DbPrediction x P x Eq=
 

 

( )    Vote V V x=
 

 

       0,1 Set S
 

 

( ),   ,    z i DbP P P S
 

 

                 c oLet ZeroCount Z and OneCount Z= =
 

 

( ) ( )
1

,   , 
P

z i DbP
V x P P P

=
=
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PROPOSED ZID METHOD TECHNIQUE 

Detecting anomalies with Z score, Isolation Forest, and DBSCAN separately then passing through our 
proposed ZID method through voting system are defined in algorithm 1 and table 6. And finally calculate 
anomalies with labelled in form anomalous and non-anomalous data in shape of 1 and 0 by using Eq.  
15 and 16 

 

Table 6. Working of ZID Voting System 

 
 
 

 

 

 

 

 
 

Once the anomalies has been detected using proposed ZID technique system then we applied different 
machine learning algorithms in order to compute evaluation metrics. 
Random forest is combination of decision trees structure. The risk of over fitting is handle and reduced 
because it is ensembles of decision tree. Random forest is able to handle non-linearity’s and feature 
connections because it is not require feature scaling [60]. As decision trees, random forest also handle 
categorical data and extend to multi class classification setting. We generate several trees instead of a 
single tree due to this reason we used random forest algorithm which gives quite good accuracy results 
with large numbers of trees. Random forest randomly opt features and construct multiple decision trees 
upon the characteristic of dataset. In our scenario we have classification problem the random forest 
uses majority voting system. The prediction of each tree is treated as one vote for one class. It can be 
seen that the label will the class that get gains most votes. The random forest consist of several trees 
and it makes a prediction based on averaging prediction of each node of tree.  This almost have better 
predictive model for accuracy than single decision tree algorithm. Random forest model gave better 
result and work efficient with default parameter. Deals well with multiple features that may associate. It 
is less variance then an ordinary decision tree. Default parameter of sci-kit learn library i.e. is No of 
tree=42, max depth is until all leaf are pure, best split is sqrt e.g. sqrt (# features) default is auto, 

Z-Score  DBSCAN Isolation  

Forest 

 Proposed ZID voting System 

0 1 1 1 

0 0 1 0 

0 1 0 0 

1 1 1 1 

0 0 0 0 
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criterion=’entropy’ by default is ‘gini’.and all remaining parameter is default. Random Forest performs 
accurately for large number of datasets as it is flexible. On the other hands its computational cost is 
really much high. 
Gaussian Naïve Bayes is probalistic model [61]. In our data set, the given observation it measure a 
probability distribution over set of classes. Conditional or posterior probility of any event is handle by 
Gaussian Naïve Bayes theorem. The Equation of Gaussian Naïve Bayes model is defined by equation 
17.  

𝑃 
𝐴

𝐵
= 𝑃

𝐵

𝐴
 × 

𝑃 (𝐴)

𝑃(𝐵)
                       Eq.   17 

                  
Naïve Bayes is easier to implement, and computing capacity or power of Naïve Bayes is so fast. 
Furthermore, it works well with high dimensional data. It depends stringently 20 on individualism molds 
and if that supposition is not met accurately this model will perform badly. Default parameters of the 
Naïve Bayes model are used using sklearn library of python. 
Gradient boosting machine is part of machine learning boosting. It is very powerful technique for 
constructing nominative model [52]. Gradient boosting machine train many model in gradually and 
sequential fashion. Standard parameters of the Gradient Boosting model are used using sklearn library 
of python. 
 

Linear Discriminant analysis is simple and efficient technique for determining of   classification [62]. As 

it well understood easily and simple to learn, so it has a lot of variation and extensions. Default 

parameters of the Linear Discriminant analysis model are used using sklearn library of python 

SVM Works efficiently for high dimensional data due to power of kernel trick [63]. Whereas, to choose 

the accurate kernel is a real trick. SVM works better on the data where dataset is larger as compared 

with the dimensions of the data. In our study we’re using “linear” kernel using sklearn library of python 

for SVM model. Legalization parameter is 1.0, kernel is linear default kernel is rbf, and all remaining 

parameters are default parameter of sklearn. 

The detection of anomalies in E-commerce need a lot of testing related to large amount data. Automatic 

detection method for E-commerce data usually depend on feature like size, shape, intensities. For the 

detection of our proposed technique our system comprises the following steps: Exploratory Data 

Analysis, Pre-processing and feature extraction, Anomaly detection functions including: 1) Calculating 

Z-score of group’s items and set up threshold.  2) Detecting anomalies using Isolation Forest, 3) 

Detecting anomalies with DBSCAN,  Proposed ZID voting system technique, data labelling, train test 

split methods  and  finally  machine learning techniques including Random Forest, Gradient Boosting 

Machine, Support Vector Machine, Naïve Bias and LDA (Linear Discriminate Analysis) is used for 

detection. However all produce reasonable results with quite good accuracy but LDA and Random forest 

is not effecting in detection of E-commerce Data.  

In this research, for anomalies detection in product pricing of E-commerce data set, we apply trained 

and tests model with enough data for automatically detection of anomalies.  

The proposed method has the following key points: 

1. Feature selection is first step that is carried out by extracting the price features by EDA. In pre-

processing step we handle missing values and duplicate values.  

2. Anomalies are detected using Isolation forest, DBSCAN and Z-score. 

3. Then we proposed ZID voting scheme method to detect finalize anomalies according Isolation 

forest, DBSCAN and Z-score.  

4. After that we label the data and shuffling or reset data process is carried out. To classify a 

machine learning approach applied for training and testing models for accurate detection.  

5. We compare the results of our trained model with rest of the machine learning techniques to 

observe the good performance.  

DATA LABELLING 
In anomaly detection process, we have labelled data in 1 and 0 form when we are detecting anomalies 

using Z-score, the same procedure can be followed by DBSCAN and isolation forest and finally data is 

labelled in 1 and 0 (anomalous and non- anomalous ) in proposed ZID voting system. 
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DATA SHUFFLING 
In manual inspection, we have found that anomalous data 1 and non-anomalous data 0 are in form of 

sequences. We have shuffle the data to avoid conflict in sequence of 0 and 1. So we reset the data 

after labelling process. 
 

 

TRAIN TEST SPLIT 
To classify a machine learning approaches applied for training and testing models for accurate 

detection.  

1. Training 

 For classification we use our training model to classify our data. Here are the some of the following 

steps in training. 

i. Load the dataset.  

ii. After labelling the data in term of true and false (1 and 0) labelled data set also loaded. 

iii. 80% data used for training. 

iv. For classification different machine learning techniques i.e. Random Forest, Gaussian Naïve Bias, 

LDA, SVM and proposed Gaussian Boosting machine , architecture used. 

2. Testing 

To evaluate the efficiency of the training model, we pass the test data that is 20 % of the whole data to 

the trained model and by employing accuracy measure, we evaluate the performance of trained data 

on test data. We can learn that how good a models trained to classify anomalies and non-anomalies. 

Our Proposed Gaussian Boosting machine architecture achieve higher Precision and accuracy with 

better results.  

  

 
 

Figure 6. Proposed Model Framework 
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This research, we deployed machine learning -based model in which performance of our proposed model 

is best when analyzed for detecting anomalies in data. We implemented and evaluated many observation 

and experiments to gain the best accuracy results and to deployed the optimize approach for anomaly 

detection system. We evaluated our test and experiments on E-commerce dataset, in which anomalous 

data is considered as 1 labeled and non-anomalous data is consider as 0 labeled.  Thus we experiment 

machine learning models on E-commerce dataset to detect outlier or anomalies. We analyzed best fit 

parameters for our model. Furthermore, upon this model, we will run our models on testing data to 

calculate evaluation results. 

EXPERIMENTAL SETUP AND RESULT 
Dataset Description 

The proposed work is designed for detecting anomalies. To carry out this task, we used E-commerce 

dataset. The dataset contains invoice number, stock code, description, quantity, invoice date, unit 

price, customer ID, and country. The dataset contained 541909 data. First 15 rows are shown in Figure 

7. 

 

Figure 7. First few rows of the dataset 

Experimental setup 
In this research we use anaconda3 by using Jupiter notebook for the implementation of this research. 

Seven different machine learning algorithms by using built in library of sklearn and keras. All experiments 

were run on an Intel (R) Intel(R) Core(TM) i5-3210M CPU @ 2.50GHz 2.50 GHz with installed 8 GB 

RAM, running on 64 bit Window Based Operating System. Python 3.7 with Numpy and Sklearn has been 

used for implementation of proposed model. Numpy stands for numerical python which is used for 

numerical. 

Feature Subset Selection 
Feature subset selection is the selection of relevant attributes that are going to be used in ML models. 

Main objective of feature subset selection is as given below; 

1. Selection of best features help to train the ML model fast. 

2. It makes the interpretation easy as best features help to minimize the complexity. 

3. Right subset selection of features highly improves the performance of ML model. 

4. It also minimizes over fitting 

 

Evaluation Metrics 
Accuracy represents the amount of TN (true negative) as well as TP (true positive) samples total number 

of samples and it is computed by using Eq. 18. Precision represents the proportion of predicted positive 

cases that are real positives and it is evaluated by Eq.  19. While recall is the proportion of actual positive 

cases that were correctly predicted as such and evaluated by Eq.  20. The harmonic mean of Precision 

and recall is known as F-measure and is calculated by Eq.  21 
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TP TN
Accuracy

TP TN FP FN

+
=

+ + +   Eq. 18 

Pr
TP

ecesion
TP FP

=
+       Eq. 19 

Re
TP

call
TP FN

=
+    Eq. 20 

 
1 2

Precision Recall
F score

Precision Recall


− = 

+     Eq. 21 
 

Table 7. Standard evaluation metrics 

Metrics Description 

True Positive (TP) Are anomalous that are correctly classified as anomaly. 

True Negative (TN) are non-anomalous that are correctly classified non-anomalous samples 

False Positive (FP) are non-anomalous that are misclassified anomalous data 

False Negative (FN) are anomalous that are misclassified non-anomalous data 

 
Validation and Testing 
This section will validate our tests on E-commerce dataset. We applied different unsupervised machine 

learning models to end with anomalies are detected. Anomalies are detected using Z-score, Isolation 

forest and DBSCAN. After the deployment of three anomaly detection function we proposed ZID voting 

system to detect anomalies in efficient manner. For training we have used 80 percent of dataset while 

20 percent data is used for testing. 

Result and Discussion  
We have detected anomalies using Z-score, Isolation Forest, and DBSCAN. Few anomalies are detected 

using Z-Score because it’s statistical approach for anomaly detection. When we moved towards Isolation 

forest and DBSCAN, both machine learning technique detect anomalies accurately. We have found that 

some anomalies are not anomalous so we proposed ZID Voting System to create voting system to 

finalize anomalies in data.  Details of anomalies are described in Table 8.  

 

Table 8. Detection of anomalies using unsupervised and statistical approach 

 
 
 
 

After the detection of anomalies, we have described the anomalous data and non-anomalous data in 

table 9. We have implemented Z-Score to find anomalies in price feature based on stock Code and 

description. In previous we have reported each stock and description. Now we have reported some of 

anomalies how actually anomaly exist that are stock code ‘D’ , ‘20685’ ,’23243’ and 21621. There are 

886 anomalies, some of anomalies having different stock and description is shown in table 9 in order to 

ease for understanding.  We have calculated the mean and standard deviation and set threshold 2 and 

-2 to calculate Z-score, if the greater than and equal to 2 and -2 classify as manual inspection. Table 10 

shows 4 anomalies of different stock with description. 

 

Z-Score DBSCAN Isolation Forest Proposed ZID    voting System 

41 1075 1823 886 
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Table 9. Anomalous data and non-anomalous data 

 
 
 

 
 
 
 
 

Table 10. Statistical approach Anomaly Score for Price using Z-score 

Stock Code Description  Unit Price Average Historical Price 

Range $ 

Z-Score Outlier 

Condition 

D Discount 1867.86 14-281  +8.11358 1 

20685 Doormat Red Retro spot  15.79 6-8  2.120103 1 

23243 Set Of Tea Coffee  

Sugar Tins Pantry 
 1.71 5-6 -2.124714 1 

21621 Vintage Union Jack 

Bunting 

 16.63 6-8 2.002533 1 

 

In this research, when we implement the DBSCAN, the closely bounded region are non-anomalous data 

and separately bound region or isolated points are anomalous data. The graphical visualization of 

DBSCAN is described in Figure 8. 

 
Figure 8. Anomaly Score and Outlier Region for Price using DBSCAN 

When we deployed the isolation forest using unsupervised approach, the closely congested or bounded 

region are non-anomalous data and separately bound region or isolated points are anomalous data. The 

graphical visualization of isolation forest is described in Figure 9. 

Anomalous Data Non- Anomalous data 

866 4,10800 
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Figure 9. Anomaly Score and Outlier Region for Price using Isolation Forest 

After the deployment of three anomaly detection function we proposed ZID voting system to detect 

anomalies in efficient manner. The graphical visualization of ZID voting system is shown in Figure 10. 

 
Figure 10. Anomaly Score and Outlier Region for Price using ZID voting system 

The stated values are the average scores of all five runs in terms of Precision, recall, F1 and accuracy 

for both classes i.e. anomalous and non-anomalous.  Results for the anomaly detection suggest that 

among all baseline classifiers, gradient boosting machine had the best performance on features dataset 

in terms of recall and F1 score, while Random Forest performed the best in terms of Precision and 

accuracy. This is consistent with the results reported in [64]. Table 11 and 12 also shows that Gradient 

Boosting Machine outperformed in terms of Precision and accuracy. 

Table 11 and 12 shows that our proposed features had the best overall performance for anomalies 

detection, compared to baseline features classifiers in terms of Precision, and accuracy. These results 

suggest that our proposed model outperformed all baseline classifiers, including the base line features, 

in detecting anomalies in E-commerce dataset. 
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Table 11. Comparative results of anomaly Detection in terms of Precession (P), Recall (R) and F1 Score 

Classifier Baseline Anomaly Result Proposed Anomaly Result 

 P R F1 P R F1 

Random Forest 0.94 0.94 0.94 0.89 0.90 0.89 

GNB 0.92 0.95 0.94 0.92 0.92 0.91 

LDA    - -   - 0.86 0.84 0.77 

SVM    0.92 0.92 0.91 

GBM    - -   - 0.97 0.86 0.91 

 

 

Table 12 Anomaly detection in term of Accuracy Results 

Classifier Proposed Results Accuracy  

GNB 0.9222 

Random Forest 0.8982 

LDA 0.8547 

SVM 0.9225 

GBM  0.9751 

 

We implemented and deployed a best approach to find anomalies detection in E-commerce. In this 

research we have compare our results with different existing approaches. Our proposed approach can 

be used to detect anomalies E-commerce data set. We take benefit of gradient boosting machine model 

and thus achieved Precision better than previous methods. Figure 11 presents the Precision of 

implemented models. We have implemented different supervised machine learning algorithms to obtain 

the Precision by using Eq.  19. Our proposed GBM model got higher Precision as compared to existing 

approaches. 

 
 

Figure 11. Comparative Analysis of proposed GBM with other model in term of Precision 

Figure 12 presents the recall of implemented models. We have implemented different supervised 

machine learning algorithms to obtain the recall by using Eq.  20.  

0.8

0.82

0.84

0.86

0.88

0.9

0.92

0.94

0.96

0.98

LDA RF GNB SVM Proposed GBM

0.86

0.89

0.92 0.92

0.97

P
re

ci
si

o
n

Comparative Analysis of Precision

Models

http://xisdxjxsu.asia/


 
Journal of Xi’an Shiyou University, Natural Science Edition                                                                                                   ISSN: 1673-064X 

http://xisdxjxsu.asia                                                         VOLUME 20 ISSUE 09 SEPTEMBER 2024                                                         415-441    

 

 
 

Figure 12. Comparative Analysis of proposed GBM with other approaches in term of recall 

Figure 13 presents the F1-score of implemented models. We have implemented different supervised 

machine learning algorithms to obtain the F1-score by using Eq.  21.  

 

 
 

Figure 13. Comparative Analysis of F1-Score 

Figure 14 presents the accuracy of implemented models. We have implemented different supervised 

machine learning algorithms to obtain the accuracy by using Eq.  18. Our experimental results on E-

commerce dataset, as we noticed that the Precision of our proposed GBM model is 0.97 % and accuracy 

is 0.9751 % which is better than that of previous and existing approaches.  
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Figure 14. Comparative Analysis of accuracy of proposed GBM with other approaches 

Execution Time 
In this research, we have deployed five supervised anomaly detection algorithms. All of them 
take less time to predict the result. The detail of training testing and running time of model is 
illustrated in table 13. SVM and gradient boosting machine which is easier to deployed and 
implement however these two model take more time due to in every steps we have to calculate 
the polynomial function. Another drawback is that in during implementation of these models have 
to select the appropriate epsilon and measure F1 score. However the LDA has best time in term 
of training, testing and total running time. The detail description of running time is given figure 15. 
   
 

Table 13. Training, Testing and Prediction times of anomaly detection model 

 

 
 
 
 
 
 

 
 
 

 

0.1
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0.3

0.4

0.5
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0.8
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1

LDA RF GNB SVM Proposed GBM

Accuracy

Accuracy

Model Training Time (s) Testing Time (s) Total Time 

LDA 0.0154 seconds 0.0019 seconds 0.0173 seconds 

GNB 0.0147 seconds 0.0116 seconds 0.0604 seconds 

Random Forest 1.0478 seconds 0.0457 seconds 1.0935 seconds 

SVM 1.2997 seconds 0.3523 seconds 1.6519 seconds 

GBM 0.8956 seconds 0.0104 seconds 0.9060 seconds 
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Figure 15. Running time of Models 

 
        CONCLUSION 

   Detecting anomalies in real time data set like E-commerce and retail store is a major challenge 
and complicated task for machine learning. In this research, we have deployed a different 
machine learning techniques to detect anomalies. We implemented Isolation Forest, DBSCAN, 
and Random forest, Gradient Boosting Machine, Gaussian Naïve Bayes, SVM and LDA. We take 
advantage of proposed model Gradient Boosting Machine to get and achieve and best Precision 
than existing methods. Our technique proposed Gradient Boosting Machine compared with other 
techniques evaluated in terms of Precision is 0.97, and accuracy is 0.9751 which is higher than 
existing methods and the highest on the benchmark. Our work on detecting anomalies using 
machine learning models performed efficient in very good scale. We gained and present better 
results than previous approaches. The proposed technique was implemented on E-commerce 
dataset. The major benefit of using machine learning is that data is to be taken as input and 
detecting anomalies as output which requires less preprocessing features and saves time by 
neglecting complicated and complex task. From past few years, real time and streaming data in 
E-commerce become more famous and got trend through different web platforms like Amazon, 
Daraz etc. The major reason beside this is, they are promising alternative to traditional web-
search methods to sell and buy commodities. We will deploy in production of proposed Gradient 
Boosting Machine model, implemented models and deep learning models  can be applied to the 
above- mentioned real time websites like Amazon, Daraz, and many others. 
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