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Abstract: The development of a Conjugate Gradient Method 

(CGM) algorithm has immensely contributed to the solution of 

optimization problems due to its quadratic convergence 

property. Hinging on the CGM algorithm convergence property 

for optimization problems, this paper stresses the construction 

of a control operator that is introduced to a CGM algorithm that 

makes it amenable to solve optimal control problems. The 

introduction of the operator in CGM algorithm gave rise to an 

Extended Conjugate Gradient Method (ECGM) algorithm 

adopted for solving Continuous Time Regulator Problems 

(CLRP) that is constrained by delay differential equation. 

Unlike the similar control operators constructed in time past 

designated to solve either the Mayer or the Lagrange cost forms 

of the CLRP, the adoption of this control operator in ECGM 

algorithm will effectively and robustly takes care of the Mayer 

form, the Lagrange cost forms, and the Bolza cost form of the 

CLRP. The resulting algorithm on the introduction of the 

control operator to ECGM was tried on a number CLRP 

exhibiting an improved convergence profile over the classical 

methods hence widening the range of problems to which the 

ECGM algorithm can be employed to solve. 

 

Index Terms: Delay Differential State Equation, Extended 

Conjugate Gradient Method, Linear Operator, Optimal 

Control, Regulator Problem.  
 

I. INTRODUCTION 

In the last three decades, researchers have intensified efforts in 

constructing different control operators that are introduced to 

Conjugate Gradient Method (CGM) algorithm that makes is 

employable to solve control problems that have the Mayer 

form and the Lagrange form objective function with or without 

delay differential equation in the constraint.  

The development and the application of the linear 

operator serves as the pivot to this paper. Though, the 

construction and development of similar operators are not 

relatively new. In time past, the authors in [1], [2], and [3] have 

constructed similar control operators specifically for Lagrange 

form of Continuous Time Linear Regulator Problem (CLRP).  

All such constructions were without the delay parameter in the 

constraint as: 

𝑀𝑖𝑛(𝑥,𝑢) ∫ {𝑎𝑥2(𝑡) +  𝑏𝑢2(𝑡)}𝑑𝑡
𝑡𝑓
𝑡0

           (1) 

Subject to  

�̇�(𝑡) = 𝑐𝑥(𝑡) + 𝑑𝑢(𝑡),    𝑡0 ≤ 𝑡 ≤ 𝑡𝑓 ,         (2) 

𝑥(𝑡0) = 𝑥0;                (3) 

where 𝑎, 𝑏, 𝑐, and 𝑑 are given constants with 𝑎 > 0, 𝑏 > 0; 𝑥0  
and 𝑡𝑓 are specified values, �̇�(𝑡) represents the state variable 

derivative,  𝑥(. ) with respect to time, 𝑡.  

Another closed such operator constructed was that of 

the control vector represented by 𝑢(. ) and the Lagrange form 

of CLRP with delay parameter in the constraint as:  

𝑀𝑖𝑛(𝑥,𝑢) ∫ {𝐴𝑥2(𝑡) + 𝐵𝑢2(𝑡)}𝑑𝑡
𝑡𝑓
𝑡0

           (4) 

Subject to   

�̇�(𝑡) = 𝐶1𝑥(𝑡) + 𝐶2𝑥(𝑡 − 𝑟) + 𝐷𝑢(𝑡),    𝑡0 ≤ 𝑡 ≤ 𝑡𝑓 ,        (5) 

𝑥(𝑡) = ℎ(𝑡);     −𝑟 ≤ 𝑡 ≤ 0                       (6) 

where  𝐴, 𝐵 > 0; the delay parameter 𝑟 > 0 and 𝑡𝑓 are given. 

The given constants 𝐶1, 𝐶2, and 𝐷 are not necessarily positive.  

 Sequel to the constructions of similar operators and 

solution to CLRP, the authors in [4] developed a variant to 

solve the energized equation. Of all the afore mentioned 

similar constructions, none treated the Bolza form of the 

CLRP. The Bolza form of CLRP subject to delay differential 

equation have been left unattended to over years hence, this 

work is geared towards bridging the gaps and providing an 

algorithm that will holistically capture both the Mayer, the 

Lagrange, and the Bolza forms of CLRP.  

The typical Bolza form performance index viewed by 

[5] and [6] is to minimize the Continuous Time Linear 

Regulator Problem opined by [7] as:   

𝐽(𝑥, 𝑡0, 𝑡𝑓 , 𝑢(. )) =  
1

2
𝑥𝑇(𝑡𝑓)𝐻𝑥(𝑡𝑓) +

1

2
∫ {𝑥𝑇(𝑡)𝑄(𝑡)𝑥(𝑡) +
𝑡𝑓
𝑡0

𝑢𝑇(𝑡)𝑅(𝑡)𝑢(𝑡)}𝑑𝑡               (7) 

Subject to the delay differential state equation  
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�̇�(𝑡) = 𝐶1𝑥(𝑡) + 𝐶2𝑥(𝑡 − 𝑟) + 𝐷𝑢(𝑡), 𝑡0 ≤ 𝑡 ≤ 𝑡𝑓 ,        (8) 

𝑥(𝑡) = ℎ(𝑡), with  −𝑟 ≤ 𝑡 ≤ 0          (9) 

where the 𝑛 × 𝑛 matrices 𝐻, 𝑄(𝑡) ∈ ℛ are symmetric and 

positive semi-definite. The 𝑚 ×𝑚 matrix  𝑅(𝑡) ∈ ℛ is 

symmetric and positive definite. Both the starting and the 

finishing times, 𝑡0 and 𝑡𝑓 , respectively are specified. The n-

dimensional state vector 𝑥(𝑡) and the m-dimensional input 

control vectors 𝑢(𝑡) are not constrained by any boundary. The 

following constants 𝐶1, 𝐶2, and 𝐷 are given but are not 

necessarily positive. The delay variable, 𝑟 > 0 and ℎ(𝑡) are 

continuously piecewise function whose order are defined 

exponentially on [−𝑟, 0]. However, if the value of 𝐻 = 0 then, 

(7) is reduced to the Lagrange cost form of the CLRP. 

Consequently, (7) will be reduced to the Mayer cost form of 

the CLRP if 𝑄(𝑡) and 𝑅(𝑡) are both zero matrices.  

 In the opinions of [2] and [8], the delay differential 

constraint in (8) constitutes and comprises of essential model 

used widely by many researchers. To fast track the operator 

construction, the CLRP Bolza form performance measure 

depicted in (7) has to be recast into the CLRP Lagrange cost 

form thus: 

𝐽 =  ∫ {
𝑑

𝑑𝑡
(
1

2
𝑥𝑇(𝑡𝑓)𝐻𝑥(𝑡𝑓))}

𝑡𝑓
𝑡0

𝑑𝑡 +
1

2
∫ {𝑥𝑇(𝑡)𝑄(𝑡)𝑥(𝑡) +
𝑡𝑓
𝑡0

𝑢𝑇(𝑡)𝑅(𝑡)𝑢(𝑡)}𝑑𝑡             (10) 

𝐽 =  ∫ {𝑥𝑇(𝑡)𝐻�̇�(𝑡)}
𝑡𝑓
𝑡0

𝑑𝑡 +
1

2
∫ {𝑥𝑇(𝑡)𝑄(𝑡)𝑥(𝑡) +
𝑡𝑓
𝑡0

𝑢𝑇(𝑡)𝑅(𝑡)𝑢(𝑡)}𝑑𝑡              (11) 

𝐽 =   ∫ {𝑥𝑇(𝑡)𝐻�̇�(𝑡) +
1

2
𝑥𝑇(𝑡)𝑄(𝑡)𝑥(𝑡) +

𝑡𝑓
𝑡0

1

2
𝑢𝑇(𝑡)𝑅(𝑡)𝑢(𝑡)} 𝑑𝑡.              (12) 

Customarily with the penalty function schemes (12) 

that is constrained by (8), it may be compressed in the 

unconstrained equivalent form:  

 〈𝑧(𝑡), 𝑮𝑧(𝑡)〉𝑘 = 𝑚𝑖𝑛(𝑥,𝑢) ∫ {𝑥𝑇(𝑡)𝐻�̇�(𝑡) +
𝑡𝑓
𝑡0

1

2
𝑥𝑇(𝑡)𝑄(𝑡)𝑥(𝑡) +  

1

2
𝑢𝑇(𝑡)𝑅(𝑡)𝑢(𝑡) +  𝜇‖𝐶1𝑥(𝑡) + 𝐶2𝑥(𝑡 −

𝑟) + 𝐷𝑢(𝑡) − �̇�(𝑡)‖2}𝑑𝑡          (13) 

 𝑥(𝑡) = ℎ(𝑡); with  𝑡 ∈ [−𝑟, 0]         (14) 

where 𝜇 > 0 is the penalty parameter and ‖𝐶1𝑥(𝑡) +
𝐶2𝑥(𝑡 − 𝑟) + 𝐷𝑢(𝑡) − �̇�(𝑡)‖

2 is the penalty term.   

Let the product space �̃� be represented by:  

 �̃� =  ℋ[𝑡0, 𝑡𝑓] × ℓ2[𝑡0, 𝑡𝑓]  × ℓ2[−𝑟, 0]         (15) 

as the Sobolev space and the strictly continuous function 

ℋ[𝑡0, 𝑡𝑓], whereby both 𝑥(. ) and �̇�(. ) are integrable squares 

within the closed intervals [𝑡0, 𝑡𝑓]. Also, let the Hilbert space, 

ℓ2[𝛼, 𝛽], be a real valued equivalent set of functions on [𝛼, 𝛽] 
with the norm represented by:  

 ‖𝑓(. )‖ℓ2[𝛼,𝛽] = (∫ |𝑓(𝑡)|2𝑑𝑡
𝛽

𝛼
)
1
2
 , 𝑓(. ) ∈ ℓ2[𝛼, 𝛽].         (16) 

Hence, the inner product 〈. , . 〉�̃� on �̃� is represented by:  

 〈. , . 〉�̃� = 〈. , . 〉ℋ[𝑡0,𝑡𝑓] + 〈. , . 〉ℓ2[𝑡0,𝑡𝑓] + 〈. , . 〉ℓ2[−𝑟,0].       (17) 

Suppose 𝑧(𝑡) ∈ �̃� denotes the ordered triple pair: 

 𝑧𝑇(𝑡) = (𝑥(𝑡), 𝑢(𝑡), ℎ(𝑡));  𝑥(𝑡) ∈ ℋ[𝑡0, 𝑡𝑓], 

 𝑢(𝑡) ∈ ℓ2[𝑡0, 𝑡𝑓], and ℎ(𝑡) ∈ ℓ2[−𝑟, 0]            (18) 

then, on �̃� one seeks to determine the operator 𝑮 such that 

when �̃� is an appropriately chosen Hilbert space (13) will hold. 

While from (15), it follows that, 𝑧(𝑡) ∈ �̃� has the norm 

 ‖𝑧(𝑡)‖�̃�
2 =  ‖𝑥(𝑡)‖ℋ[𝑡0, 𝑡𝑓]

2 + ‖𝑢(𝑡)‖ℓ2[𝑡0,𝑡𝑓]
2  

+‖ℎ(𝑡)‖ℓ2[−𝑟,0]
2 .             (19) 

For notational convenience, simply 𝑧(𝑡) will be 

written as 𝑧𝑇(𝑡) = (𝑥(𝑡), 𝑢(𝑡), ℎ(𝑡)) for the ordered triplet 

while keeping in mind that the domain of definition of ℎ(𝑡) is 

the closed interval [−𝑟, 0], while both 𝑥(𝑡) and 𝑢(𝑡) are 

defined on the interval [𝑡0, 𝑡𝑓]. 

 The operator, 𝐺, is then introduced into the CGM 

algorithm to make it amenable to solve control problems as in 

(13). For the completeness sake, a recap of the CGM algorithm 

follows next. 

 

II. CONJUGATE GRADIENT METHOD (CGM) 

ALGORITHM 

Considering the descent conjugate with a functional, 𝑓(𝑥) on 

the Hilbert space ℋ where 𝑓(𝑥) is a Taylor series expansion 

truncated after the second ordered terms as follows: 

𝑓(𝑥) = 𝑓0 + 〈𝑎, 𝑥〉 +
1

2
〈𝑥, 𝐺𝑥〉       (20) 

where 〈. 〉, is the scalar product of ℋ. The linear operator 𝐺 is 

presumed symmetric and positive definite so that the 

functional 𝑓(𝑥) has a definite minimum x* in the space ℋ. 

Iteratively, the CGM algorithm that is employed for 

determining the minimum  𝑥∗ of  𝑓(𝑥) in ℋ by [9] is outlined 

thus:               

Step 1: The starting member 𝑥0 ∈ ℋ is a guessed value while 

the other elements of the sequence will be computed using the 

relations outlined in steps 2 through step 6 of the algorithm. 

Step 2: Compute the direction of the descent search  

𝑝0 = −𝑔0                   (21a) 

Step 3:   Set 𝑥𝑖+1 = 𝑥𝑖 + 𝛼𝑖𝑝𝑖  ; where 𝛼𝑖 =  
〈𝑔𝑖,𝑔𝑖〉ℋ

〈𝑝𝑖,𝐺𝑝𝑖〉ℋ
      (21b) 

Step 4: Compute  𝑔𝑖+1  = 𝑔𝑖  + 𝛼𝑖𝐺𝑝𝑖      (21c) 

Step 5: Set 𝑝𝑖+1 = −𝑔𝑖+1 + 𝛽𝑖𝑝𝑖 , 𝛽𝑖 =
〈𝑔𝑖+1, 𝑔𝑖+1〉ℋ

〈𝑔𝑖, 𝑔𝑖〉ℋ
        (21d) 

Step 6: Test for the convergence. If for some 𝑖,  𝑔𝑖 = 0 then, 

truncate the process. Otherwise, choose 𝑖 =  𝑖 + 1  and return 

to step 3. 

 At the i-th step of the iterative procedure of the CGM 

algorithm from steps 2 through 6 the, 𝑝𝑖  denotes the descent 

search direction, 𝛼𝑖 stands for the step length of the sequence 
{𝑥𝑖}, and at 𝑔𝑖  stands for the slope of 𝐹. The crucial role played 

by the operator 𝐺 is revealed in steps 3, 4, and 5 of the 
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algorithm to calculate the step size of the descent sequence and 

to compute the direction of conjugate search. The algorithm 

usability hinges on the available information from the linear 

operator 𝐺.  

More often, for discrete optimization problems the 

linear operator 𝐺 is readily determined as contained in [9] and 

this class of problem enjoys the computational beauty of the 

CGM as a scheme since the algorithm has quadratic converges 

while a little more calculation will be required in each 

iteration. It is in the light of this that the CGM properties make 

it an interesting computational scheme with a strong appeal for 

its digital computer implementation as viewed by [2] and [10].  

 Howbeit, for the class of problem mentioned in this 

work, the CGM algorithm so presented could be deterred 

because, an equivalent to the linear operator 𝐺 that will satisfy 

(13) is not readily found. Also, ℎ(𝑠) in (14) is a specified 

piecewise continuous function that is of an exponential order 

on [−𝑟, 0].  

Then, for 𝜇 > 0 there exists a control operator 𝐺, 

with 𝐺: 𝑘 ̃ × 𝑘 ̃ → ℛ such that: 

〈𝑧(𝑡), 𝐺𝑧(𝑡) 〉�̃� = ∫ {𝐴𝑥2(𝑡) + 𝐵𝑢2(𝑡) + 𝜇‖�̇�(𝑡) −
𝑡𝑓
𝑡0

𝐶1𝑥(𝑡) − 𝐶2𝑥(𝑡 − 𝑟) − 𝐷𝑢(𝑡)‖
2}𝑑𝑡        (22) 

where 𝑧(𝑡) = (𝑥(𝑡), 𝑢(𝑡), ℎ(𝑡))𝑇 .  Furthermore, 𝐺 is given by:  

 (𝐺𝑧(𝑡)) ≡ (

𝐺11 𝐺12 𝐺13
𝐺21 𝐺22 𝐺23
𝐺31 𝐺32 𝐺33

)(

𝑥(𝑡)
𝑢(𝑡)

ℎ(𝑡)
) =

 (

(𝐺11𝑥)(𝑡) + (𝐺12𝑢)(𝑡) + (𝐺13ℎ)(𝑡)

(𝐺21𝑥)(𝑡) + (𝐺22𝑢)(𝑡) + (𝐺23ℎ)(𝑡)

(𝐺31𝑥)(𝑡) + (𝐺32𝑢)(𝑡) + (𝐺33ℎ)(𝑡)

)                (23) 

where the composite operators of 𝐺𝑖𝑗 , for 1 ≤ 𝑖 ≤ 3 and 1 ≤

𝑗 ≤ 3 are specified explicitly in [2].  

 
III. Main Result 

The following theorem herein contains the results for Problem 

1. 

Theorem 1: Let 𝐾 ̃ be the product space given as: 

 𝐾 =  𝑊1,2[𝑡0, 𝑡𝑓] × ℓ
2[𝑡0, 𝑡𝑓] × ℓ

2[−𝑟, 0]          (24)  

of the Sobolev space of a function 𝑥(. ) that is absolutely 

continuous on closed interval [𝑡0, 𝑡𝑓] and the regular real-

valued Hilbert space ℓ2[𝑡0, 𝑡𝑓] of a Lebesgue measurable 

functions that are square integrable on the interval [𝑡0, 𝑡𝑓]. 

Then, for 𝜇 > 0 there exists a usual control operator, 𝐺, with 

𝐺: 𝐾 × 𝐾 → ℛ such as in (13) where the constituents of the 

operators (23) are given as:  

(𝐺11𝑥(𝑡)) = −𝜇�̇�(0)𝑆𝑖𝑛ℎ(𝑡𝑓) + ∫ 𝜇�̇�(𝑠)𝑆𝑖𝑛ℎ(𝑡𝑓 − 𝑠)𝑑𝑠

𝑡𝑓

0

 

−∫ 𝑆𝑖𝑛ℎ(𝑡𝑓 − 𝑠)
𝑡𝑓
0

[(
1

2
𝑄 + 𝜇𝐶1

2 + 𝐶2
2) 𝑥(𝑠) + (𝐻 −

2𝜇𝐶1)�̇�(𝑠) + 2𝜇𝐶1𝐶2𝑥(𝑠 + 𝑟) − 2𝜇𝐶2�̇�(𝑠 + 𝑟)] 𝑑𝑠  

 + [(
1

2
𝑄 + 𝜇𝐶1

2 + 𝐶2
2) 𝑥(0) + (𝐻 − 2𝜇𝐶1)�̇�(0) +

2𝜇𝐶1𝐶2𝑥(𝑟) − 2𝜇𝐶2�̇�(𝑠 + 𝑟)] 𝐶𝑜𝑠ℎ(𝑡) + 
𝑆𝑖𝑛ℎ𝑡

𝑆𝑖𝑛ℎ𝑡𝑓
{(
1

2
𝑄 +

𝜇𝐶1
2 + 𝐶2

2) 𝑥(𝑡𝑓) + (𝐻 − 2𝜇𝐶1)�̇�(𝑡𝑓) + 2𝜇𝐶1𝐶2𝑥(𝑡𝑓 − 𝑟) −

2𝜇𝐶2�̇�(𝑡𝑓 − 𝑟) − [(
1

2
𝑄 + 𝜇𝐶1

2 + 𝐶2
2) 𝑥(0) + (𝐻 −

2𝜇𝐶1)�̇�(0) + 2𝜇𝐶1𝐶2𝑥(𝑟) − 2𝜇𝐶2�̇�(𝑟)] × 𝐶𝑜𝑠ℎ(𝑡𝑓) +

∫ 𝑆𝑖𝑛ℎ(𝑡𝑓 − 𝑠)[(
1

2
𝑄 + 𝜇𝐶1

2 + 𝐶2
2) 𝑥(𝑠)

𝑡𝑓
0

+ (𝐻 −

2𝜇𝐶1)�̇�(𝑠) + 2𝜇𝐶1𝐶2𝑥(𝑠 + 𝑟) − 2𝜇𝐶2�̇�(𝑠 + 𝑟)]𝑑𝑠 +

 𝜇�̇�(0)𝑆𝑖𝑛ℎ(𝑡𝑓) − ∫ 𝜇�̇�(𝑠)𝐶𝑜𝑠ℎ(𝑡𝑓 − 𝑠)𝑑𝑠
𝑡𝑓
0

} ; 0 ≤ 𝑡 ≤ 𝑡𝑓
  (25) 

(𝐺21 𝑥(𝑡)) = − 2𝜇𝐷�̇�(𝑡);   0 ≤ 𝑡 ≤ 𝑡𝑓        (26) 

(𝐺31𝑥(𝑡)) = 2𝜇𝐶1𝐶2𝑥(𝑡 + 𝑟) − 2𝜇𝐶2�̇�(𝑡 + 𝑟) +

𝜇𝐶2
2𝑥(𝑡) ;  −𝑟 ≤ 𝑡 ≤ 0                   (27) 

(𝐺12𝑢(𝑡)) = 2𝜇𝐷𝑢(0)𝑆𝑖𝑛ℎ(𝑡𝑓) + ∫ 2𝜇𝐷𝑢(𝑠)𝐶𝑜𝑠ℎ(𝑡𝑓 −
𝑡𝑓
0

𝑠)𝑑𝑠 − ∫ 𝑆𝑖𝑛ℎ(𝑡𝑓 − 𝑠)[2𝜇𝐶1𝑢(𝑠) + 2𝜇𝐶2𝐷𝑢(𝑠 + 𝑟)]𝑑𝑠 
𝑡𝑓
0

+

[2𝜇𝐶1𝐷𝑢(0) + 2𝜇𝐶2𝐷𝑢(𝑟)]𝐶𝑜𝑠ℎ(𝑡) +
𝑆𝑖𝑛ℎ(𝑡)

𝑆𝑖𝑛ℎ(𝑡𝑓)
{2𝜇𝐶1𝐷𝑢(𝑡𝑓) + 2𝜇𝐶2𝐷𝑢(𝑡𝑓 − 𝑟) − 2𝜇𝐶1𝐷𝑢(0)  

− 2𝜇𝐶2𝐷𝑢(𝑟) + 2𝜇𝐷𝑢(𝑜)𝑆𝑖𝑛ℎ(𝑡𝑓) −

∫ 2𝜇𝐷𝑢(𝑠)𝐶𝑜𝑠ℎ(𝑡𝑓 − 𝑠)𝑑𝑠
𝑡𝑓
0

+ ∫ 𝑆𝑖𝑛ℎ(𝑡𝑓 − 𝑟 −
𝑡𝑓−𝑟

0

𝑠)[2𝜇𝐶1𝐷𝑢(𝑠) + 2𝜇𝐶2𝐷𝑢(𝑠 + 𝑟)]𝑑𝑠  ; 0 ≤ 𝑡 ≤ 𝑡𝑓          (28) 

(𝐺22 𝑢(𝑡)) =
1

2
𝑅𝑢(𝑡) + 𝜇𝐷2𝑢(𝑡)   ;   0 ≤ 𝑡 ≤ 𝑡𝑓       (29) 

(𝐺32 𝑢(𝑡)) = 2𝜇𝐶2𝐷𝑢(𝑡 + 𝑟)     ;  −𝑟 ≤ 𝑡 ≤ 0        (30) 

(𝐺13ℎ(𝑡)) = 2𝜇𝐶2ℎ(0)𝑆𝑖𝑛ℎ(𝑟)

− ∫𝐶𝑜𝑠ℎ(𝑟 − 𝜏)[2𝜇𝐶2ℎ(0)]𝑑𝜏

𝑟

0

−∫𝑆𝑖𝑛ℎ(𝑟 − 𝜏)[2𝜇𝐶1𝐶2ℎ(𝜏)]𝑑𝜏

𝑟

0

+
𝑆𝑖𝑛ℎ(𝑡)

𝑆𝑖𝑛ℎ(𝑡𝑓)
{2𝜇𝐶1𝐶2ℎ(𝑟)

− 2𝜇𝐶1𝐶2ℎ(0)𝐶𝑜𝑠ℎ(𝑟)
− 2𝜇𝐶2ℎ(0)𝑆𝑖𝑛ℎ(𝑟)

+ ∫𝐶𝑜𝑠ℎ(𝑟 − 𝜏)[2𝜇𝐶2ℎ(𝜏)]𝑑𝜏

𝑟

0

 

       +∫ 𝑆𝑖𝑛ℎ(𝑟 − 𝜏)[2𝜇𝐶1𝐶2ℎ(𝑟)]𝑑𝜏} +
𝑟

0

2𝜇𝐶1𝐶2ℎ(0)𝐶𝑜𝑠ℎ(𝑡) ;  0 ≤ 𝑡 ≤ 𝑟      (31a) 

(𝐺13 ℎ(𝑡)) = 0 ;  𝑟 = 0        (31b) 

(𝐺23 ℎ(𝑡)) = {
2𝜇𝐶2𝐷ℎ(𝑠);          0 ≤ 𝑠 ≤ 𝑟
0;                             𝑟 = 0        

}        (32) 

(𝐺33 ℎ(𝑡)) = {
𝜇𝐶2ℎ(𝑡);               0 ≤ 𝑠 ≤ 𝑟
0;                             𝑟 = 0        

}         (33) 

For the completeness of the proof of this theorem, the 

following fundamentals are necessary. 

Definition 1: Let ℋ1and ℋ2 be Hilbert spaces (over ℛ). A 

bilinear form (functional) 𝑄 on ℋ1 ×ℋ2 is a mapping 

𝑄:ℋ1 ×ℋ2 → ℛ such that for all 𝑥, 𝑥1, 𝑥2 ∈ ℋ1, 𝑦, 𝑦1, 𝑦2 ∈
ℋ2 and 𝛼, 𝛽 ∈ ℛ the following properties hold: 
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𝑄(𝑥1 + 𝑥2, 𝑦) = 𝑄(𝑥1, 𝑦) + 𝑄(𝑥2, 𝑦);        (34) 

𝑄(𝑥, 𝑦1 + 𝑦2) = 𝑄(𝑥, 𝑦1) + 𝑄(𝑥, 𝑦2);          (35) 

𝑄(𝛼𝑥, 𝑦) = 𝛼𝑄(𝑥, 𝑦);         (36) 

𝑄(𝑥, 𝛽𝑦) = 𝛽𝑄(𝑦, 𝑥);         (37) 

If in definition 1, it is supposed that ℋ1 = ℋ2 = ℋ and in 

addition to satisfying (34) through (37) on ℋ then 𝑄 will also 

satisfy  

𝑄(𝑥, 𝑦) = 𝑄(𝑦, 𝑥)          (38) 

then, 𝑄 is said to be a bilinear, Hermitian (or self-adjoin) form 

on ℋ.  

Next, recall the following theorems due to 𝐹, Reisz: 

Theorem 2: Every bounded linear functional 𝑇 on a Hilbert 

space ℋ can be denoted in terms of the inner product, namely; 

 𝑇(𝑥) = 〈𝑥, 𝑧〉ℋ , 𝑥 ∈ ℋ 

where 𝑧 is uniquely determined by  𝑇.             ∎ 

Theorem 3: Let ℋ1and ℋ2 be Hilbert spaces and 𝑄:ℋ1 ×
ℋ2 → ℛ a bounded bilinear form. If 𝑥 ∈ ℋ1 and 𝑦 ∈ ℋ2 then 

𝑄 has a representation that 

𝑄(𝑥, 𝑦) = 〈𝑆𝑥, 𝑦〉ℋ2   

where 𝑆:ℋ1 → ℋ2 is a distinctively computed closed linear 

operator. Now, let the Hilbert space ℋ of the continuous linear 

operator be represented by 𝑇:ℋ → ℋ and the fixed 𝑦 ∈
ℋ and 𝑥 ∈ ℋ then, defines 

  𝑓𝑦(𝑥) = 〈𝑇𝑥, 𝑦〉ℋ            (39) 

where 𝑓𝑦 is a continuous linear functional on ℋ and the 

following remarks become necessary.       ∎ 

Remark:  

(i) From Theorem 2, there exists a unique element 𝑦∗ ∈ ℋ 

such that 𝑓𝑦(𝑥) = 〈𝑥, 𝑦
∗〉ℋ . 

(ii) If under the hypothesis of Theorem 3 choose ℋ1 = ℋ2 =
ℋ then it follows that every bounded, self-adjoint linear 

operator 𝑇 on ℋ generates a bounded, bilinear, and Hermitian 

form   𝑇〈𝑥, 𝑦〉ℋ = 〈𝑇𝑥, 𝑦〉ℋ = 〈𝑥, 𝑇𝑦〉ℋ on ℋ and 𝐺 vice-

versa. Theorems 2 and 3 together with the Remark 1, provide 

the framework for the construction of the control operator, 𝑮. 

Definition 2: Let 𝑓(𝑡) and 𝑔(𝑡) be sectionals continuous 

functions on some domain [a, b]. The convolution, 𝑓 ∗ 𝑔(𝑡) of 

𝑓 and 𝑔 is defined by the expression  

 𝑓 ∗ 𝑔(𝑡) =  ∫ 𝑓(𝑢)𝑔(𝑡 − 𝜏)𝑑𝑢
𝑡

0
.        (40) 

Theorem 4: Let 𝐹(𝑠) = ℒ{𝑓(𝑡)} and 𝐺(𝑠) = ℒ{𝑔(𝑡)} be the 

Laplace transforms of 𝑓 and 𝑔 respectively. Then, by [11], the 

transforms  ℒ{𝑓 ∗ 𝑔(𝑡)} of the convolution of  𝑓 and  𝑔 is the 

product of the Laplace transforms of 𝑓 and 𝑔, that is, 

ℒ{𝑓 ∗ 𝐺(𝑡)} = 𝐹(𝑠)𝐺(𝑠) =  ∫ 𝑓(𝜏)𝑔(𝑡 − 𝜏)𝑑𝜏
𝑡

0
.         (41) 

Proof: By the definition of 𝐺(𝑠) and the second shifting 

theorem, for each fixed  𝜏  (𝜏 ≥ 0), gives 

  𝑒−𝑠𝜏𝐺(𝑠) =  ℒ{ 𝑔(𝑡 −  𝜏)𝑢(𝑡 − 𝜏)} 

     = ∫ 𝑒−𝑠𝑡𝑔(𝑡 −  𝜏)𝑢(𝑡 − 𝜏)𝑑𝑡
∞

0
 

   = ∫ 𝑒−𝑠𝑡𝑔(𝑡 − 𝜏)𝑑𝑡
∞

𝜏
       (42) 

where 𝑠 > 𝑘. From this and the definition of 𝐹(𝑠) obtains 

 𝐹(𝑠)𝐺(𝑠) = ∫ 𝑒−𝑠𝜏
∞

0
𝑓(𝜏)𝐺(𝑠)𝑑𝜏 

    = ∫ 𝑓(𝜏) ∫ 𝑒−𝑠𝜏
∞

0
𝑔(𝑡 − 𝜏)𝑑𝑡𝑑𝜏

∞

0
     (43) 

where 𝑠 > 𝑘. Here, an integration over 𝜏 to ∞ and then over 𝜏 
from 0 to ∞ is observed. Considering the constraint (8) of (7) 

involving a delay term. Therefore, the Laplace transform of 

the delay function required in the following Lemma are 

provided. 

Lemma 1: Let 𝜏 > 0 be given, and let ℒ{𝑓(𝑡)} = 𝐹(𝑠) 
denotes the Laplace transform of a function 𝑓(𝑡) such that 

𝑓(𝑡) = ℎ(𝑡) for  −𝜏 ≤ 𝑡 ≤ 0. Then, the Laplace transform of 

 𝑓(𝑡 − 𝜏)  is given by:  

 ℒ{𝑓(𝑡 − 𝜏)} = 𝑒−𝑠𝜏𝑔(𝑠) + 𝑒−𝑠𝜏𝐹(𝑠)   

where  𝑔(𝑠) = ∫ 𝑒−𝑠𝑡ℎ(𝑡)𝑑𝑡.
0

−𝜏
 

Proof: 

ℒ{𝑓(𝑡 − 𝜏)} = ∫ 𝑒−𝑠𝑡
∞

0
𝑓(𝑡 − 𝜏)𝑑𝑡 = ∫ 𝑒−𝑠(𝑡+𝜏)𝑓(𝑡)𝑑𝑡

∞

−𝜏
  

        =  𝑒−𝑠𝜏[∫ 𝑒−𝑠𝑡𝑓(𝑡)𝑑𝑡 + ∫ 𝑒−𝑠𝑡𝑓(𝑡)𝑑𝑡]  =
∞

0

0

−𝜏

 𝑒−𝑠𝜏[∫ 𝑒−𝑠𝑡ℎ(𝑡)𝑑𝑡] + 𝑒−𝑠𝜏𝐹(𝑠)
0

−𝜏
 

On setting  𝑔(𝑠) = ∫ 𝑒−𝑠𝑡ℎ(𝑡)𝑑𝑡,
0

−𝜏
 the proof of the lemma is 

concluded.             ∎ 

Finally, according to [12], invoking the next lemma which 

plays a key role in the calculus of variations, in the 

construction of the control operation, 𝑮. First, define the space 

 𝐺𝑛(0, 𝑇).  

Definition 3: 𝐺𝑛(0, 𝑇) is the space of all continuous functions 

𝑦(𝑡), in the interval 0 ≤ 𝑡 ≤ 𝑇 that are continuously 

differentiable up to the 𝑛-times on [0, 𝑇] with the norm ‖𝑦‖𝑛  

provided by 
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  ‖𝑦‖𝑛 = ∑ max0≤𝑡≤𝑇|𝑦
(𝑖)(𝑡)|𝑛

𝑖=1  

       =  max0≤𝑡≤𝑇|𝑦
(1)(𝑡)| + 𝑚𝑎𝑥0≤𝑡≤𝑇 |𝑦

(2)(𝑡)| 

+𝑚𝑎𝑥0≤𝑡≤𝑇|𝑦
(3)(𝑡)| + ⋯+𝑚𝑎𝑥0≤𝑡≤𝑇|𝑦

(𝑛)(𝑡)| 

where 𝑦(𝑖)(𝑡), (1 ≤ 𝑖 ≤ 𝑛) presents the i-th derivative of  𝑦(𝑡) 
and n is a fixed integer.  

Lemma 2: Let 𝑛 ≥ 0 be an integer and suppose ℛ𝑛 ∈ [0, 𝑇] 
stands for the space of all real-valued functions  𝑦(𝑡), 0 ≤ 𝑡 ≤
𝑇 which are continuously differentiable n-times on  [0, 𝑇] ⊂
ℛ with the norm  ‖𝑦‖𝑛 given by: 

‖𝑦‖𝑛 = ∑ 𝑚𝑎𝑥0≤𝑡≤𝑇|𝑦
(𝑖)(𝑡)|𝑛

𝑖=0             (44) 

where the 𝑖𝑡ℎ derivative of 𝑦(𝑡) is being represented by 

|𝑦(𝑖)(𝑡)|.  

Then, if  𝛼(𝑡) and 𝛽(𝑡) are continuous in [𝑎, 𝑏] and if 

∫ [𝛼(𝑡)𝑦(𝑡) + 𝛽(𝑡)�̇�(𝑡)]𝑑𝑡 = 0
𝑏

𝑎
 for every function 𝑔(𝑡) ∈

ℛ1(𝑎, 𝑏) such that  𝑔(𝑎) = 𝑔(𝑏) = 0, then 𝛽(𝑡) is 

differentiable and  
𝑑

𝑑𝑡
(𝛽(𝑡)) =  𝛼(𝑡) for all 𝑡 ∈ [𝑎, 𝑏]. 

Proof of Theorem 1: 

It is pertinent to recall the unconstrained equivalent form (13) 

and for succeeding development, it will connect with (13) the 

functional, 𝑅𝜇(𝑧1, 𝑧2) stated as:  

  𝑅𝜇(𝑧1, 𝑧2) = ∫ {
1

2
𝑥1(𝑡)𝑄𝑥2(𝑡) +

1

2

𝑡𝑓
0

𝑢1(𝑡)𝑅𝑢2(𝑡) +

𝑥1(𝑡)𝐻 𝑥2̇ (𝑡) + 𝜇𝐶1
2𝑥1(𝑡)𝑥2(𝑡) +  𝜇𝐶1𝐶2𝑥1(𝑡)𝑥2(𝑡 − 𝑟) +

𝜇𝐶1𝐷𝑥1(𝑡)𝑢2(𝑡) − 𝜇𝐶1𝑥1(𝑡)�̇�2(𝑡) +  𝜇𝐶1𝐶2𝑥1(𝑡)𝑥2(𝑡 −
𝑟) + 𝜇𝐶2

2𝑥1(𝑡 − 𝑟)𝑥2(𝑡 − 𝑟) + 𝜇𝐶2𝐷𝑥1(𝑡 − 𝑟)𝑢2(𝑡) −
𝜇𝐶2𝑥1(𝑡 − 𝑟)�̇�2(𝑡)+ 𝜇𝐶1𝐷𝑥1(𝑡)𝑢2(𝑡) + 𝜇𝐶2𝐷𝑥1(𝑡 −
𝑟)𝑢2(𝑡) + 𝜇𝐷

2𝑢1(𝑡)𝑢2(𝑡) − 𝜇𝐷𝑢1(𝑡)�̇�2(𝑡) 
− 𝜇𝐶1 𝑥1(𝑡)�̇�2(𝑡) − 𝜇𝐶2𝑥1(𝑡 − 𝑟)�̇�2(𝑡) − 𝜇𝐷𝑢1(𝑡)�̇�2(𝑡) +
𝜇�̇�1(𝑡)�̇�2(𝑡)}𝑑𝑡            (45) 

where 𝑧1
𝑇 = (𝑥1(𝑡), 𝑢1(𝑡), ℎ1(𝑡)), 𝑧2

𝑇 = (𝑥2(𝑡),

𝑢2(𝑡),  ℎ2(𝑡)) belonging to space �̃� that are stated in (24) are 

the triple ordered pair. Under the equivalent relationships, it 

follows that the form in (35) is equivalent to that in (38) as: 

{
 
 

 
 𝑥1(𝑡) ≡ 𝑥2 (𝑡) = 𝑥(𝑡),         0 ≥ 𝑡 ≥ 𝑡𝑓 ,

 �̇�1(𝑡) ≡ �̇�2(𝑡) = �̇�(𝑡),        0 ≥ 𝑡 ≥ 𝑡𝑓 ,

𝑢1(𝑡) ≡ 𝑢2 (𝑡) = 𝑢(𝑡),       0 ≥ 𝑡 ≥ 𝑡𝑓 ,

 ℎ1(𝑡) ≡ ℎ2 (𝑡) = ℎ(𝑡) ,   − 𝑟 ≥ 𝑡 ≥ 0.

 

}
 
 

 
 

        (46) 

For proof, see [9]. The following are vital to our subsequent 

developments: 

Proposition 1:  

Prove that 𝑅𝜇(𝑧1, 𝑧2) a self-adjoin form on  �̃� is bounded and 

bilinear.  

Proof: 

By bi-linearity and self-adjointness of  𝑅𝜇(𝑧1, 𝑧2), it’s obvious 

that, from the definition and its boundedness, it follows that 

 𝑧𝑖(𝑡) = (𝑥𝑖(𝑡), 𝑢𝑖(𝑡), ℎ𝑖(𝑡))
𝑇
, 𝑖 = 1, 2 is bounded. 

Remark 2: By reasons of  Proposition 1 and consequential on 

the representation theorem of Reiess on the Hilbert spaces in 

[13], it implies that  𝑅𝜇(𝑧1, 𝑧2) induces the exclusively 

determined and closed linear operator 𝐺 on �̃� with the 

delineation:  

  𝑅𝜇(𝑧1, 𝑧2) = 〈𝐺𝑧1, 𝑧2〉�̃� = 〈𝑧1, 𝐺𝑧2〉�̃� = 𝑅𝜇(𝑧1, 𝑧2)   (47) 

which makes it is obvious that 𝐺 is a self-adjoint on �̃� as long 

as  𝑅𝜇(𝑧1, 𝑧2) does.  

Linearly related to the delay term 𝑥(𝑡 − 𝑟) is the prescribed 

initial function  ℎ(𝑡) in the sense that, for  𝑡 ∈ [0, 𝑡𝑓]: 

  𝑥(𝑡 − 𝑟) = 𝑥(𝑠) = {
ℎ(𝑠);   𝑠 ∈ [−𝑟, 0]     

𝑥(𝑠);  𝑠 ∈ [0, 𝑡𝑓 − 𝑟
 }, ℎ(0) = 𝑥(0).

    (48) 

It follows from that, when  ℎ(𝑡) ≡ 0, then, 𝑥(𝑡 − 𝑟) = 𝑥(𝑡). 
Now consider the equivalence: 

  〈𝑧1, 𝐺𝑧2〉 = 𝑅𝜇〈𝑧1, 𝑧2〉         (49) 

This is rather convenient for the developments and on setting 

 ℎ2(𝑡) ≡ 𝑢2(𝑡) = 0 in (23) gives: 

 (G𝑧2(t)) ≡ (

(𝐺11𝑥2)(𝑡)

(𝐺21𝑥2)(𝑡)

(𝐺31𝑥2)(𝑡)
)(

𝑦11(𝑡)
𝑦21(𝑡)

𝑦31(𝑡)
)       (50) 

where the functions 𝑦11(𝑡),  𝑦21(𝑡), and 𝑦31(𝑡) must be 

determined in order to obtain the following 
(𝐺11𝑥2)(𝑡), (𝐺21𝑥2)(𝑡), and (𝐺31𝑥2)(𝑡). By equivalencies of 

(47) and when  ℎ2(𝑡) = 0, it implies that 

 𝑥2(𝑡 − 𝑟) = 𝑥2(𝑡) from (45) that led to obtain the functional: 

 〈𝑧1(𝑡), 𝑧2(𝑡)〉 = ∫ {
1

2
𝑥1(𝑡)𝑄𝑥2(𝑡) 

𝑡𝑓
0

+ 𝑥1(𝑡)𝐻 𝑥2̇ (𝑡) +

𝜇𝐶1
2𝑥1(𝑡)𝑥2(𝑡) + 𝜇𝐶1𝐶2𝑥1(𝑡)𝑥2(𝑡 − 𝑟) − 𝜇𝐶1𝑥1(𝑡)�̇�2(𝑡) +

𝜇𝐶1𝐶2𝑥1(𝑡)𝑥2(𝑡 − 𝑟) +  𝜇𝐶2
2𝑥1(𝑡 − 𝑟)𝑥2(𝑡 − 𝑟) −

𝜇𝐶2𝑥1(𝑡 − 𝑟)�̇�2(𝑡) −  𝜇𝐷𝑢1(𝑡)�̇�2(𝑡) −  𝜇𝐶1 𝑥1(𝑡)�̇�2(𝑡) −
𝜇𝐶2𝑥1(𝑡 − 𝑟)�̇�2(𝑡)– 𝜇𝐷𝑢1(𝑡)�̇�2(𝑡) + 𝜇�̇�1(𝑡)�̇�2(𝑡)}𝑑𝑡     (51) 

On simplifying (51) further leads to: 

〈𝑧1(𝑡), 𝑧2(𝑡)〉= ∫ {𝑥1(𝑡) [(
1

2
𝑄 + 𝜇𝐶1

2) 𝑥2(𝑡) + (𝐻 −
𝑡𝑓
0

2𝜇𝐶1)�̇�2(𝑡) + 2𝜇𝐶1𝐶2𝑥2(𝑡 − 𝑟)] +  𝑥1(𝑡 − 𝑟)[−2𝜇𝐶2�̇�2 +

𝜇𝐶2
2𝑥2(𝑡 − 𝑟)] + [𝑢1(𝑡)(−2𝜇𝐷) + 𝜇�̇�1(𝑡)]�̇�2(𝑡)}𝑑𝑡        (52) 

And on further simplification of (52) gives rise to: 

  〈𝑧1(𝑡), 𝑧2(𝑡)〉 = ∫ {𝑥1(𝑡)
𝑡𝑓
0

[(
1

2
𝑄 + 𝜇𝐶1

2) 𝑥2(𝑡) + (𝐻 −

2𝜇𝐶1)�̇�2(𝑡)] +  𝑥1(𝑡 − 𝑟)[2𝜇𝐶1𝐶2𝑥2(𝑡) − 2𝜇𝐶2�̇�2(𝑡) +
𝜇𝐶2

2𝑥2(𝑡 − 𝑟)] +[𝑢1(𝑡)(−2𝜇𝐷) + 𝜇�̇�1(𝑡)]�̇�2(𝑡)}𝑑𝑡 (53) 

On the introduction of (48) to the integrand in (53) leads to: 

∫ {𝑥1(𝑡 − 𝑟)[2𝜇𝐶1𝐶2𝑥2(𝑡) − 2𝜇𝐶2�̇�2(𝑡) + 𝜇𝐶2
2𝑥2(𝑡 −

𝑡𝑓
0

𝑟)]}𝑑𝑡.                  (54) 

Replacing 𝑠 + 𝑟 = 𝑡 and −𝑟 = 0 in (54) gives rise to:  

 = ∫ {𝑥1(𝑠)[2𝜇𝐶1𝐶2𝑥2(𝑠 + 𝑟) − 2𝜇𝐶2�̇�2(𝑠 + 𝑟) +
𝑡𝑓−𝑟

−𝑟

𝜇𝐶2
2𝑥2(𝑠)]}𝑑𝑠               (55) 

 = ∫ {𝑥1(𝑠)[2𝜇𝐶1𝐶2𝑥2(𝑠 + 𝑟) − 2𝜇𝐶2�̇�2(𝑠 + 𝑟) +
0

−𝑟

𝜇𝐶2
2𝑥2(𝑠)]}𝑑𝑠 + ∫ {𝑥1(𝑠)[2𝜇𝐶1𝐶2𝑥2(𝑠 + 𝑟) −

𝑡𝑓−𝑟

0

2𝜇𝐶2�̇�2(𝑠 + 𝑟) + 𝜇𝐶2
2𝑥2(𝑠)]}𝑑𝑠        

 = ∫ {ℎ1(𝑡)[2𝜇𝐶1𝐶2𝑥2(𝑡 + 𝑟) − 2𝜇𝐶2�̇�2(𝑡 + 𝑟) +
0

−𝑟

𝜇𝐶2
2𝑥2(𝑡)]}𝑑𝑡 + ∫ {𝑥1(𝑡)[2𝜇𝐶1𝐶2𝑥2(𝑡 + 𝑟) −

𝑡𝑓−𝑟

0

2𝜇𝐶2�̇�2(𝑡 + 𝑟) + 𝜇𝐶2
2𝑥2(𝑡)]}𝑑𝑡.   (56) 
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Since 𝑥1(𝑡) = ℎ1(𝑡) for  𝑡 ∈ [−𝑟, 0], (46) holds. Also, for 𝑡 ∈

[0, 𝑡𝑓 − 𝑟],  

 𝑤2(𝑡) = {
𝑥2(𝑡 + 𝑟); 0 ≤ 𝑡 ≤ 𝑡𝑓 − 𝑟

0 ;             𝑡𝑓 − 𝑟 ≤ 𝑡 ≤ 𝑡𝑓
}  (57) 

Then, keeping track of the domain function definition 𝑥2(𝑡 +
𝑟) and the functional 〈𝑧1(𝑡), 𝑧2(𝑡)〉 in (53), it may be expressed 

as follows: 

 〈𝑧1(𝑡), 𝑧2(𝑡)〉 = ∫ {𝑥1(𝑡)
𝑡𝑓
0

[(
1

2
𝑄 + 𝜇𝐶1

2) 𝑥2(𝑡) + (𝐻 −

2𝜇𝐶1)�̇�2(𝑡)] + ℎ1(𝑡)[2𝜇𝐶1𝐶2𝑥2(𝑡 + 𝑟) − 2𝜇𝐶2�̇�2(𝑡 + 𝑟) +

𝜇𝐶2
2𝑥2(𝑡)] + 𝑥1(𝑡)[2𝜇𝐶1𝐶2𝑥2(𝑡 + 𝑟) − 2𝜇𝐶2�̇�2(𝑡 + 𝑟) +

𝜇𝐶2
2𝑥2(𝑡)] +  [𝑢1(𝑡)(−2𝜇𝐷) + 𝜇�̇�1(𝑡)]�̇�2(𝑡)}𝑑𝑡     (58) 

 Introducing (57) into (58), we get the expression: 
〈𝑧1(𝑡), 𝑧2(𝑡)〉 =

∫ {

𝑥1(𝑡)[(
1

2
𝑄 + 𝜇𝐶1

2) 𝑥2(𝑡) + (𝐻 − 2𝜇𝐶1)�̇�2(𝑡) + 2𝜇𝐶1𝐶2𝑤2(𝑡) − 2𝜇𝐶2�̇�2(𝑡)

+𝜇𝐶2
2𝑥2(𝑡)]  + ℎ1(𝑡)[2𝜇𝐶1𝐶2𝑥2(𝑡 + 𝑟) − 2𝜇𝐶2�̇�2(𝑡 + 𝑟) + 𝜇𝐶2

2𝑥2(𝑡)]

+[𝑢1(𝑡)(−2𝜇𝐷) + 𝜇�̇�1(𝑡)]�̇�2(𝑡)

}𝑑𝑡
𝑡𝑓
0

           (59) 
〈𝑧1(𝑡), 𝑧2(𝑡)〉 =

∫ {

𝑥1(𝑡)[(
1

2
𝑄 + 𝜇𝐶1

2) 𝑥2(𝑡) + (𝐻 − 2𝜇𝐶1)�̇�2(𝑡) + 2𝜇𝐶1𝐶2𝑤2(𝑡) − 2𝜇𝐶2�̇�2(𝑡)

+𝜇𝐶2
2𝑥2(𝑡)]  + ℎ1(𝑡)[2𝜇𝐶1𝐶2𝑥2(𝑡 + 𝑟) − 2𝜇𝐶2�̇�2(𝑡 + 𝑟) + 𝜇𝐶2

2𝑥2(𝑡)]

+𝑢1(𝑡)(−2𝜇𝐷)�̇�2(𝑡) + 𝜇�̇�1(𝑡)�̇�2(𝑡)

}𝑑𝑡
𝑡𝑓
0

           (60) 

 〈𝑧1(𝑡), 𝑧2(𝑡)〉 = ∫ {𝑥1(𝑡)𝑦11(𝑡) + �̇�1(𝑡)�̇�11(𝑡) +
𝑡𝑓
0

𝑢1(𝑡)𝑦21(𝑡) + ℎ1(𝑡)𝑦31(𝑡)}𝑑𝑡          (61) 

The quantities 𝑦11(𝑡), 𝑦21(𝑡), and 𝑦31(𝑡) which satisfy (60) 

have to be determined as in [14]. Towards this, let represent 

  𝛼(𝑡) = (
1

2
𝑄 + 𝜇𝐶1

2) 𝑥2(𝑡) + (𝐻 − 2𝜇𝐶1)�̇�2(𝑡) +

2𝜇𝐶1𝐶2𝑤2(𝑡) − 2𝜇𝐶2�̇�2(𝑡)         (62)  

  𝛽(𝑡) = 𝜇�̇�2(𝑡)           (63) 

then, 𝛼(𝑡) − 𝑦11(𝑡) and 𝛽(𝑡) − �̇�11(𝑡) are continuous 

functions on [0, 𝑡𝑓] and for 𝑥1(. ) ∈ 𝐺1[0, 𝑡𝑓] such that 

𝑥1(0) = 0 = 𝑥1(𝑡𝑓), (60) is then reduced to  

 ∫ {𝑥1(𝑡)[ 𝛼(𝑡) − 𝑦11(𝑡)] + �̇�1(𝑡)[𝛽(𝑡) − �̇�11(𝑡)]}𝑑𝑡 = 0
𝑡𝑓
0

           (64) 

so by Lemma 1, 𝛽(𝑡) − �̇�11(𝑡) is differentiable on [0, 𝑡𝑓] 

with:  

 
𝑑

𝑑𝑡
[𝛽(𝑡) − �̇�11(𝑡)] = 𝛼(𝑡) − 𝑦11(𝑡)       (65) 

Simplifying (65) further gives: 

  �̈�11(𝑡) − 𝑦11(𝑡) = �̇�(𝑡) −  𝛼(𝑡)        (66) 

Substituting (62) and (63) in (66) leads to: 

 �̈�11(𝑡) − 𝑦11(𝑡) =  𝜇�̈�2(𝑡) − [(
1

2
𝑄 + 𝜇𝐶1

2) 𝑥2(𝑡) + (𝐻 −

2𝜇𝐶1)�̇�2(𝑡) + 2𝜇𝐶1𝐶2𝑤2(𝑡) − 2𝜇𝐶2�̇�2(𝑡) + 𝜇𝐶2
2𝑥2(𝑡)]. (67) 

On solving for 𝑦11(𝑡) in (67) and eliminating the resulting 

constants gets a tidier form: 

 𝑦11(𝑡) =  −𝜇�̇�(0)𝑆𝑖𝑛ℎ(𝑡𝑓) + ∫ 𝜇�̇�(𝑠)𝑆𝑖𝑛ℎ(𝑡𝑓 − 𝑠)𝑑𝑠
𝑡𝑓
0

−

∫ 𝑆𝑖𝑛ℎ(𝑡𝑓 − 𝑠)
𝑡𝑓
0

[(
1

2
𝑄 + 𝜇𝐶1

2 + 𝐶2
2) 𝑥(𝑠) + (𝐻 −

2𝜇𝐶1)�̇�(𝑠) + 2𝜇𝐶1𝐶2𝑥(𝑠 + 𝑟) − 2𝜇𝐶2�̇�(𝑠 + 𝑟)]𝑑𝑠 

+ [(
1

2
𝑄 + 𝜇𝐶1

2 + 𝐶2
2) 𝑥(0) + (𝐻 − 2𝜇𝐶1)�̇�(0) +

2𝜇𝐶1𝐶2𝑥(𝑟) − 2𝜇𝐶2�̇�(𝑠 + 𝑟)]𝐶𝑜𝑠ℎ(𝑡) + 
𝑆𝑖𝑛ℎ𝑡

𝑆𝑖𝑛ℎ𝑡𝑓
{ (

1

2
𝑄 +

𝜇𝐶1
2 + 𝐶2

2) 𝑥(𝑡𝑓) + (𝐻 − 2𝜇𝐶1)�̇�(𝑡𝑓) + 2𝜇𝐶1𝐶2𝑥(𝑡𝑓 − 𝑟) −

2𝜇𝐶2�̇�(𝑡𝑓 − 𝑟) − [(
1

2
𝑄 + 𝜇𝐶1

2 + 𝐶2
2) 𝑥(0) + (𝐻 −

2𝜇𝐶1)�̇�(0) + 2𝜇𝐶1𝐶2𝑥(𝑟) − 2𝜇𝐶2�̇�(𝑟)]𝐶𝑜𝑠ℎ(𝑡𝑓)  +

∫ 𝑆𝑖𝑛ℎ(𝑡𝑓 − 𝑠)[(
1

2
𝑄 + 𝜇𝐶1

2 + 𝐶2
2) 𝑥(𝑠)

𝑡𝑓
0

+ (𝐻 −

2𝜇𝐶1)�̇�(𝑠) + 2𝜇𝐶1𝐶2𝑥(𝑠 + 𝑟) − 2𝜇𝐶2�̇�(𝑠 + 𝑟)]𝑑𝑠 +

𝜇�̇�(0)𝑆𝑖𝑛ℎ(𝑡𝑓) − ∫ 𝜇�̇�(𝑠)𝐶𝑜𝑠ℎ(𝑡𝑓 − 𝑠)𝑑𝑠
𝑡𝑓
0

} ;  0 ≤ 𝑡 ≤ 𝑡𝑓  

            (68) 

Now from (61), we readily obtain: 

𝑦21(𝑡) = − 2𝜇𝐷�̇�(𝑡);   0 ≤ 𝑡 ≤ 𝑡𝑓        (69) 

𝑦31(𝑡) =  2𝜇𝐶1𝐶2𝑥(𝑡 + 𝑟) − 2𝜇𝐶2�̇�(𝑡 + 𝑟) +
𝜇𝐶2

2𝑥(𝑡) ;  −𝑟 ≤ 𝑡 ≤ 0.        (70) 

Thus, the first column of the operator, 𝐺11, 𝐺21, and 𝐺31 are 

uniquely determined considering  (50).The second column of 

the operator, 𝐺12, 𝐺22, and 𝐺32, is obtained by repeating the 

same line of argument setting  𝑥2(𝑡) ≡ ℎ2(𝑡) = 0, then 

 �̇�2(𝑡) = 0 = 𝑥2(𝑡 − 𝑟), and the last column of the operator 

𝐺13, 𝐺23, and  𝐺33 is arrived at by setting 𝑥2(𝑡) ≡ 𝑢2(𝑡) = 0, 
for 0 ≤ 𝑡 ≤ 𝑡𝑓 . This implies that,  𝑥2(𝑡) = 0 and  𝑥2(𝑡 − 𝑟) =

ℎ2(𝑡). With this, the proof of Theorem 1 is concluded hence, 

the application of the constructed control operator in the CGM 

algorithm in CLRP will be considered in the next section.   ∎ 

 
IV. COMPUTATIONAL IMPLEMENTATION 

Based on the construction of the operator, this paper is focused 

on the introduction of the constructed linear operator to ECGM 

algorithm with a view to solving the following Bolza form 

CLRP with delay and without the delay in the state equation. 

Sequel to the sixth step of the ECGM, the terminating criteria 

can be set as the function is said to converge when the gradient 

value tends to zero. In another vein, the value of the Gradient 

Norm can be used as criterion in determining the convergence 

of the function as the gradient norm tends to zero. Also, 

analytical results or existing results can be used as bases of 

comparison with the results from function value applying the 

operator in the ECGM. 

However, for the purpose of this work, two or more 

of the terminating criteria will be used to determining the 

convergence of the test problems and the penalty parameter 

varied from 100, 10, 1.0, 0.1 and 0.01 in each of the problems. 

The following problems were tested: 

Problem 1: 

 𝑀𝑖𝑛 𝐽 =
1

2
𝑥(1)𝑇𝐻𝑥(1) +

1

2
∫ {𝑥𝑇(𝑡
1

0
)𝐴(𝑡)𝑥(𝑡)  

+𝑢𝑇(𝑡)𝐵𝑢(𝑡)}𝑑𝑡   
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Subject to the delay differential equation: 

  �̇�(𝑡) = 2𝑥(𝑡) + 3𝑥(𝑡 − 2) + 5𝑢(𝑡),  
where 𝐴(𝑡) = 1,   𝐻(𝑡) = 1,   𝐵 = 1,   𝜇 = 10,   𝑥0 = 5  and 

 𝑢0 = 3. 

 

Problem 2:  

The first order differential delay system 

 �̇�(𝑡) = −10𝑥(𝑡) + 𝑥(𝑡 − 0.3) + 𝑢(𝑡) 
is to be controlled to minimize the cost function: 

   𝐽 =  
1

2
𝑥2(0.04) +  ∫ [

1

4
𝑥2(𝑡) +

1

2
𝑢2(𝑡)] 𝑑𝑡

0.04

0
. 

Neither the admissible state nor the control values is 

constrained by any boundaries. 
  

Table 1: Table of result of Problem 1 at 𝜇 = 1.0 
It 𝑥(𝑡) 𝑢(𝑡) Function Value  Gradient 

Norm 

0 5 3 1185.5 480.985447 

1 3.807782264 2.471980315 342.1383314 58.4011412 

2 3.783607526 1.947076891 93.683661529 7.26522083 

3 3.281234698 1.436695136 15.676671954 0.90761723 

4 2.170522883 1.146689162 6.1676563821 1.13372e-03 

5 1.783292874 0.731936807 0.3676562134 1.42935e-07 

6 1.276892874 0.102174606 2.6562195e-01 1.77106e-08 

7 0.783228745 1.7468926e-02 3.1676576e-03 3.47162e-10 

 
Table 2: Table of result of Problem 1 at 𝜇 = 10.0 

It  𝑥(𝑡) 𝑢(𝑡) Function 

Value  

Gradient 

Norm 

0 5 3 15269 4488.42222 

1 3.755579882 2.123826653 832.7194001 3.43971e-04 

2 2.858122895 1.513066012 218.9718767 1.20733e-04 

3 2.090247123 0.951291644 19.64323098 7.33610e-05 

4 1.170205352 0303501193 12.83088067 6.34701e-05 

5 -0.76898843 -1.06183879 2.310188036 1.07284e-06 

6 -1.45870947 -1.54745871 0.665029513 3.17275e-07 

7 -1.84640129 -1.82042594 0.101323441 1.53914e-08 

 

Table 3: Table of Results for the Function Values at Variant 

Penalty Constant Values 
It  Function 

Value   at  μ 

= 100 

Function 
Value  at  

μ = 10.0 

Function 
Value  at  

μ = 1.0 

Function 
Value  at  

μ = 0.1 

Function    
Value  at  

μ = 0.01 

0 824.18592

11 

583.06920

49 

421.90270

63 

258.19766

22 

167.95105

33 

1 723.56902

01 

501.67328

92 

398.16690

36 

233.96034

07 

118.48202

56 

2 439.20754

18 

383.59051

14 

174.39627

63 

189.38103

94 

26.920765

53 

3 267.38193

74 

138.29734

53 

89.755429

37 

62.206692

52 

7.2737026

12 

4 138.18036

77 

53.928871

13 

22.864914

27 

13.835520

49 

3.1617294

72 

5 69.571072

54 

7.9382559

16 

9.3688274

61 

5.2654275

32 

1.8264053

86 

6 26.198510
35 

0.9624481
05 

4.2859375
85 

0.6390258
25 

0.3890528
32 

7 15.942754

83 

0.2695842

27 

2.9683521

84 

0.2955276

81 

5.8372865

51 

8 6.2864491
73 

0.0827753
91 

0.9658241
04 

0.0752491
65 

7.9621183
62 

9 2.8394611

97 

-

0.3928095

53 

0.5836631

63 

0.0092863

19 

29.375583

26 

10 0.9338274
59 

-
5.8327672

24 

0.3765927
34 

0.0038176
84 

83.927533
58 

11 0.2843711

55 

-

17.279453
16 

-

2.6835339
65 

0.0019438

52 

31.785953

16 

12 7.2936399

12 

-

28.256911
74 

-

9.9350824
17 

8.285128e

-05 

9.5381664

89 

13 7.2936399

12 

-

56.388172

53 

-

37.183609

34 

8.285128e

-05 

-

26.953737

21 

14 7.2936399

12 

-

6.9225739

41 

-

8.6921843

36 

8.285128e

-05 

-

9.3814269

35 

15 7.2936399
12 

-
2.5309264

12 

-
2.9285583

24 

8.285128e
-05 

-
3.9165537

45 

16 7.2936399
12 

-
0.3928095

53 

0.9662808
34 

8.285128e
-05 
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Figure 1: Graph for Problem 1 

The method was tested on a number of problems with varying 

penalty constants. The Figure 1 depicts the penalty constant 

increases the early iteration function values are seen to 
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decrease considerably while with passing of time irrespective 

of the penalty constant used all the function values tend toward 

the same point. 

 

V. CONCLUSION 

It follows from the tables that, while authors in [1] and [2] 

constructed control operators for Continuous-Time Linear 

Regulator, the authors in [2] focused on the same form of 

control problem with time lag in the state equation. This paper 

constructed a control operator, 𝐺, for the Bolza type of the 

CLRP which has helped to bridge the gap in Mayer’s, 

Lagrange’s, and Bolza’s form of the CLRP with lag or without 

delay parameter in the constraint. This has led to an increased 

range of problems that the ECGM algorithm could be used to 

solve.  

With the numerical experiment of the linear operator 

show cased here, it makes the development of the linear 

operator useful, relevant, robust and efficient as, it is meant to 

fix all forms of CLRP either with delay or without time lag in 

the state variable with little or no effect on the penalty 

parameter as it is being varied.  

Table 4: Gradient Norm of Problem 2 at Variant Penalty 

Constant Values 

 

 

  
Figure 2: Graph for Problem 2. 
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