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Abstract- This research work assesses the effectiveness of a 

Random Forest and Naive Bayes ensemble in addressing the 

challenging task of email categorization. In order to guarantee the 

validity of the analysis utilizing actual email data, the research 

applies crucial preprocessing techniques including feature 

selection and data integrity checks in addition to machine learning 

models. The ensemble model, which is a combination of Random 

Forest and Naive Bayes, is trained and evaluated with an emphasis 

on important performance metrics including accuracy and 

classification reports. In order to handle frequent issues with email 

data, such missing values, robust approaches are used. 

Specifically, the Voting Classifier shows itself to be a potent 

instrument that improves overall model performance by offering a 

fair way to classify emails. The findings provide an extensive 

analysis of memory, accuracy, and precision together with a 

comprehensible depiction using confusion matrices. This work 

emphasizes the importance of ensemble learning and its potential 

in addressing algorithmic trade-offs, beyond its technical 

contributions. The research contributes significant insights to 

discussions on effective and dynamic email categorization by 

illuminating the subtle dynamics of email filtering techniques. The 

work functions as a foundational component by offering 

practitioners and academics instructional value in addition to 

giving immediate data. It establishes the foundation for further 

developments in this important area and promotes a better 

comprehension of the advantages of integrating various machine 

learning approaches for changing email categorization problems. 

In this research, we evaluate the performance of various 

classification algorithms, including a Voting Classifier, K-Nearest 

Neighbors, Gaussian Naive Bayes, and Random Forest, on a given 

dataset. The Voting Classifier demonstrates high accuracy 

(95.9%) and overall superior performance with notable precision 

(99%), recall (89%), and F1-Score (95%). K-Nearest Neighbors 

achieves moderate accuracy (80.2%) but exhibits lower precision 

(63%) and F1-Score (69%). Gaussian Naive Bayes and Random 

Forest both yield commendable accuracies (93.6% and 93.7%, 

respectively) with competitive precision, recall, and F1-Score 

metrics. This study provides valuable insights into the 

comparative strengths and weaknesses of these algorithms, 

offering a comprehensive perspective for practical applications in 

classification tasks. 

 

Index Terms- Ensemble learning, Random Forest, Naive Bayes, 

Voting Classifier, email categorization, classification tasks. 

I. INTRODUCTION 

n the contemporary era of ubiquitous email usage, the persistent 

challenge of distinguishing between legitimate emails and spam 

has prompted the need for advanced methodologies. This research 

addresses the ongoing issue of spam overload by exploring the 

intricacies of email categorization and harnessing the combined 

power of Random Forest and Naive Bayes algorithms through 

ensemble learning.  

The dynamic nature and escalating volume of spam demand robust 

and flexible solutions, making ensemble methods an appealing 

and effective approach. Email communication has become an 

integral part of daily life, but the ever-growing onslaught of spam 

threatens the efficiency and security of this communication 

channel. Effectively discerning between genuine communication 

and unwanted spam has become a crucial task, urging researchers 

to delve into sophisticated techniques for email categorization. 

The evolution of spam, marked by its dynamic characteristics and 

increasing sophistication, necessitates innovative solutions to 

ensure the continued effectiveness of email filtering systems. The 

amalgamation of Random Forest and Naive Bayes within an 

ensemble model presents a promising avenue for improving the 

accuracy and efficacy of email classification. 

Ensemble learning, which leverages the collective intelligence of 

multiple algorithms, emerges as a strategic approach to tackle the 

multifaceted challenges posed by modern email spam. The 

research underscores the importance of ensemble learning not only 

in overcoming technical hurdles but also in providing a holistic 

solution that addresses the nuanced dynamics of email 

categorization.  

Deploying a real-world email dataset for analysis, this research 

underscores the significance of meticulous preprocessing 

techniques to ensure the integrity of the findings. The preparatory 

steps include addressing common issues such as missing values, 

laying the groundwork for a reliable and robust analysis of the 

ensemble model.  

Central to the methodology is the introduction of a Voting 

Classifier, an integrative tool that synergistically combines 

selected algorithms, proving to be a powerful instrument for 

effective email classification. The research places a strong 

emphasis on performance metrics, including the confusion matrix, 
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recall, accuracy, and precision, to comprehensively evaluate the 

success of the ensemble model. 

The findings offer valuable insights into the benefits and 

limitations of employing a diverse set of algorithms for email 

filtering, contributing to the ongoing dialogue on effective spam 

detection strategies. Beyond immediate results, this work aims to 

provide academics and professionals with a nuanced 

understanding of ensemble learning strategies and their 

application in the dynamically evolving field of email 

categorization. 

By emphasizing the broader implications of ensemble learning, 

this research lays the foundation for future developments and 

advances the discourse on the advantages of integrating diverse 

machine learning approaches for tackling the intricate challenges 

of email categorization. In the aftermath of an extensive 

introduction, our research paper, titled "Ensemble Learning 

Strategies for Enhanced Email Security," delves into the intricate 

domain of email categorization and machine learning.  

A groundbreaking facet of our research lies in the introduction of 

an innovative ensemble approach, featuring a meticulously 

designed Voting Classifier seamlessly amalgamating Random 

Forest and Naive Bayes algorithms. This cutting-edge 

methodology stands out for its remarkable efficacy, showcasing 

an impressive accuracy rate of 95.9% in tackling complex email 

categorization tasks.  

Expanding on this, our study presents a detailed comparative 

analysis of various classification algorithms, including K-Nearest 

Neighbors, Gaussian Naive Bayes, and Random Forest. This 

analysis provides nuanced insights into the distinct strengths and 

weaknesses of these algorithms, contributing a comprehensive 

perspective to the broader discourse on machine learning 

applications in email security. By leveraging a real-world email 

dataset and implementing rigorous preprocessing techniques, we 

underscore the practical relevance and robustness of our approach. 

Our research goes beyond theoretical advancements, holding 

immediate implications for practical applications in email 

security. Notably, the Voting Classifier emerges as a resilient 

solution, achieving an optimal balance between recall and 

precision. It adeptly addresses the intricate dynamics of spam and 

non-spam classification, presenting itself as a valuable asset in 

real-world scenarios. Furthermore, our work lays the groundwork 

for future developments in the field. It offers valuable guidance to 

both researchers and practitioners, encouraging the exploration of 

diverse machine learning approaches to meet the evolving 

challenges in email categorization. In essence, our contributions 

aim to advance not only the theoretical understanding of ensemble 

learning but also to propel its practical application in the dynamic 

landscape of email security. 

The rest of paper is as follows: 

Section 2, titled Related Work, presents a concise overview of 

previous studies related to email spam detection, positioning our 

research within the broader landscape of its development. Section 

3, Methodology, articulated our systematic approach, detailing the 

intricacies of preprocessing and the implementation of the 

ensemble model. Section 4, titled Comparative Research, provides 

valuable insights into the strengths and limitations of various 

classification algorithms. 

Section 5, Experiments and Results, conducts a thorough 

examination of model performance, presenting detailed insights. 

Section 6, Discussion, critically analyzes the implications of our 

findings. Finally, the paper concludes with Section 7, Conclusions, 

offering a summary of the entire research endeavor and fostering 

a comprehensive understanding of both theoretical insights and 

practical applications in the realm of email categorization. 

II. RELATED WORK 

In Numerous studies have contributed significantly to the 

improvement of methodologies for preventing email spam, with a 

primary focus on enhancing precision and efficacy in spam 

classification. Sahami et al. [1] pioneered the application of 

machine learning, specifically utilizing the Naive Bayes 

algorithm, for email categorization, laying the groundwork for 

subsequent research in discriminating between spam and 

legitimate emails.  

Additionally, Cormack and Lynam [2] explored the use of lexical 

analysis and heuristics for spam detection, providing valuable 

insights into content-based filtering strategies. In current research, 

ensemble learning has emerged as a potent approach to reinforce 

the robustness of spam classification models. Liu et al. [3] 

showcased the effectiveness of ensemble methods in overcoming 

the limitations of individual algorithms, employing diverse 

models based on decision trees, aligning with our investigation 

into the Random Forest technique. 

Moreover, Li et al.'s [4] delved into the nuances of ensemble 

learning for email filtering, underscoring the importance of 

utilizing varied classifiers for superior results. Significant 

investigations have addressed the dynamic nature of spam and the 

need for adaptive algorithms in email spam screening. 

Androutsopoulos et al. [5] conducted a comprehensive analysis of 

machine learning methods for email filtering, emphasizing the 

importance of developing models capable of adapting to emerging 

spam trends. Additionally, Kolari et al.'s research [6] integrated 

multiple variables, including linguistic and structural qualities, for 

enhanced spam identification. Recent advancements involve the 

exploration of deep learning approaches [12] and neural network 

architectures [13] for email spam detection. Smith and Johnson 

[12] applied deep learning techniques, while Kim et al. [13] 

explored diverse neural network architectures to improve email 

filtering. Furthermore, Patel et al. [14] enhanced email spam 

detection through natural language processing techniques.  

A comparative research of ensemble learning techniques for email 

spam classification [15] contributes to the landscape, providing 

insights into the effectiveness of different ensemble strategies. 

This enriches the broader understanding of ensemble techniques 

in the context of email spam detection. Recent research has 

explored novel techniques to address evolving challenges in email 

spam detection. Wang et al. [7] proposed a novel approach using 

Graph Attention Networks for multi-perspective feature fusion, 

achieving superior performance. Li et al. [8] focused on transfer 

learning for real-time spam detection on edge devices, leveraging 

pre-trained language models.  

Khan et al. [9] introduced an explainable and privacy-preserving 

spam filtering approach using federated learning. Wu et al. [10] 

explored adversarial training to enhance robustness against textual 

evasion attacks, and Chen et al. [11] investigated multimodal 

attention fusion for spam detection in emails containing diverse 

content. The amalgamation of Random Forest and Naive Bayes 
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within an ensemble learning framework, as explored in our 

research, aligns with broader trends in the field [16, 17].  

Our advances the exploration of ensemble techniques by applying 

them to real-world datasets, providing valuable insights into their 

efficacy in contemporary email classification tasks. Through a 

synthesis of ensemble learning advancements and a thorough 

analysis of prior research, our work contributes to the ongoing 

evolution of efficient email spam filtering techniques.  

Furthermore, recent surveys and reviews [22] offer a 

comprehensive overview of the state-of-the-art in email spam 

detection, providing insights into various methodologies, 

including adversarial attacks and defenses [18], feature selection 

and ensemble learning [19], deep learning with attention 

mechanisms [20], hybrid approaches utilizing deep neural 

networks and support vector machines [21], and the application of 

convolutional neural networks in email spam detection [26].  

Additionally, systematic reviews [25] summarize progress in 

email spam detection, covering machine learning techniques [23], 

improved Naive Bayes methods [24], ensemble learning with 

multiple classifiers [29], and hybrid feature selection with deep 

learning [30]. The exploration of advanced techniques such as 

gradient boosting decision trees [31], recurrent neural networks 

[33, 35], and transfer learning [34] further enriches the 

contemporary landscape of email spam detection.  

The recent research [23] encompass a spectrum of innovative 

methods and breakthroughs in email spam detection. A significant 

contribution is the refinement of Naive Bayes methods [26], 

particularly highlighted in [24]. These enhancements aim to 

elevate the accuracy and efficiency of spam detection processes. 

Exploring hybrid approaches, as seen in [27], marks another 

noteworthy stride. These approaches seamlessly integrate random 

forests and convolutional neural networks, presenting a fusion of 

traditional and modern techniques for more robust spam detection.  

Within the realm of deep learning, attention mechanisms take 

center stage in [28]. These mechanisms augment the capabilities 

of deep learning models, addressing intricate patterns and nuances 

in email content for more nuanced and accurate spam 

classification. Transfer learning, as delved into in [34], emerges as 

a valuable avenue. Leveraging pre-existing knowledge and models 

[25], transfer learning enhances the adaptability of spam detection 

systems, allowing them to better handle evolving email threats. 

Adversarial training strategies, outlined in [26], introduce a novel 

dimension to the proceedings.  

By simulating potential adversarial scenarios, these strategies 

fortify spam detection models against potential vulnerabilities, 

contributing to the resilience of the overall system. In summary, 

the collective findings within the conference proceedings [29] 

underscore the dynamic and evolving nature of research in email 

spam detection [30]. The amalgamation of refined traditional [36, 

37] methods [31], innovative hybrid approaches [32], and cutting-

edge deep learning techniques signifies a comprehensive effort to 

stay ahead in the ongoing battle against email spam. 
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FIGURE 1. METHODOLOGY’S BLOCK DIAGRAM
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III. METHODOLOGY

We present a system Figure 1 that smoothly combines the Random 

Forest and Naive Bayes algorithms in a soft voting ensemble 

framework to achieve efficient email categorization. Our 

procedure starts with the dataset going through a rigorous 

preparation step where non-informative columns are eliminated 

and careful inspections are made to make sure there are no missing 

values. Following a thorough split into training and testing sets, 

Random Forest and Naive Bayes models are then built using the 

numerical features taken from the dataset. Our method is based on 

using a Voting Classifier, which is an effective ensemble learning 

tool, to combine predictions from the Random Forest and Naive 

Bayes models in a way that works well together. Using the unique 

advantages of each algorithm, this approach seeks to improve the 

overall resilience and accuracy of forecasting. Using the test set, 

the trained ensemble model is thoroughly assessed, and 

performance measures including accuracy, precision, recall, and 

F1 score are calculated. To offer further understanding of our 

model's behavior, we create and display a thorough confusion 

matrix. This thorough assessment approach not only measures our 

ensemble model's performance but also illuminates the subtle 

facets of its prediction power. In the expansion of earlier work on 

ensemble algorithms and customizing those for the particular 

difficulties presented by email categorization, our novel 

methodology advances the continuous development of effective 

spam filtering systems. By means of this project, we hope to 

promote ongoing advancements in the field of email security and 

provide a solid response to the dynamic environment of spam 

identification and categorization. 

A. Proposed Methodology 

In this research paper, both Naive Bayes (NB) and Random Forest 

algorithms are employed independently to address the task of 

email categorization. This research looks into and contrasts the 

performance of various algorithms separately, highlighting their 

advantages and disadvantages. The research evaluates each 

algorithm's performance in managing the complexities of email 

categorization by calculating parameters including accuracy, 

precision, recall, and F1 score. 

B. Naïve Bayes  

Given the class label, the probabilistic classifier Naive Bayes 

posits that the existence of a certain feature is independent of the 

presence of any other feature. When it comes to email 

classification, Naive Bayes makes use of these presumptions to 

determine the likelihood that an email falls into a certain category 

based on the presence of certain terms or characteristics. 

C. Random Forest  

An array of decision trees is built during training using Random 

Forest, an adaptable ensemble learning technique that produces 

the mode of the classes (classification) of the individual trees.  

To provide variety and lower the chance of overfitting, each tree 

in the Random Forest is constructed using a random selection of 

features and training data. Random Forest analyzes many 

characteristics at once in the context of email classification, 

identifying intricate correlations in the data. 

D. Pseudo Code 

This pseudo code Table 1 outlines the basic steps of a voting 

classifier algorithm, where multiple base classifiers make 

predictions, and the final prediction is based on a majority voting 

scheme. 
TABLE 1. PSEUDO CODE 

IV. COMPARATIVE RESEARCH 

In The comparative analysis in Table 2 offers valuable insights 

into the performance of four distinct machine learning 

methodologies Voting Classifier, K-Nearest Neighbors, Gaussian 

Naive Bayes, and Random Forest—applied specifically to email 

classification. The evaluation of each algorithm's effectiveness is 

based on essential metrics such as accuracy, precision, recall, and 

F1-score, with a specific emphasis on their performance for both 

Class 0 (non-spam) and Class 1 (spam). The standout performer 

among the evaluated methods emerges as the Voting Classifier, 

demonstrating an impressive accuracy of 95.9%. This ensemble 

model not only attains a high level of overall accuracy but also 

exhibits a well-balanced performance, as reflected in 

commendable recall and precision scores for both spam and non-

spam classes. The Voting Classifier's capacity to strike a 

harmonious trade-off between identifying spam (recall) and 

avoiding misclassifications (precision) positions it as a robust 

solution for email categorization. Conversely, K-Nearest 

Neighbors (KNN) sacrifices recall for accuracy, resulting in a 

lower overall accuracy of 80.2%. Although K- Nearest Neighbors 

exhibits a relatively lower recall rate, it achieves a commendable 

balance in precision. Gaussian Naive Bayes and Random Forest, 

with accuracies of 93.6% and 93.7%, respectively, showcase 

comparable performances. These algorithms demonstrate strong 

recall for spam but comparatively lower precision. The findings 

underscore the effectiveness of the ensemble approach employed 

by the Voting Classifier in achieving a comprehensive and 

balanced solution for email categorization. The superior 

performance of this algorithm suggests its potential as a preferred 

choice for practitioners seeking a well-rounded model capable of 

1. Initialize an empty array for the predictions of each base classifier: 

predictions_array[] 

2. For each base classifier in classifiers: 

   a. Train the classifier using the training data (X_train, y_train) 

   b. Make predictions on the test data (X_test) 

   c. Append the predictions to predictions_array[] 

3. Initialize an empty array for the final aggregated predictions: 

aggregated_predictions[] 

4. For each instance in X_test: 

   a. Initialize a dictionary to store the count of each predicted class: 

class_counts = {} 

   b. For each prediction in predictions_array[] increment the count of 

the predicted class in class_counts 

   c. Find the class with the maximum count in class_counts 

d. Append the selected class to aggregated_predictions[] 

5. Set y_pred to aggregated_predictions[] 

6. Return y_pred as the final predicted labels for the test data 
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handling the intricate dynamics of spam and non-spam 

classification. The insights derived from this comparative research 

contribute to informed decision-making when selecting an 

appropriate model tailored to the specific requirements of email 

categorization tasks.

 
TABLE 2. COMPARATIVE RESEARCH OF METHODOLOGIES 

V. EXPERIMENTS AND RESULTS 

A short description of the dataset was used in the experiment, 

and a methodical procedure was followed for training and 

assessing Random Forest, Gaussian Naive Bayes, k-Nearest 

Neighbors (KNN), and Voting Classifier.  

This meticulous arrangement guarantees a strong assessment of 

our suggested approach.  

Extensive assessment criteria, including as F1-score, recall, 

accuracy, and precision, provide in-depth understanding of the 

models' email categorization identification skills.  

The analysis was enhanced by the use of confusion matrices, 

which provided intricate information on true positives, true 

negatives, false positives, and false negatives for every class.  

This interpretability may be used by decision-makers to make 

well-informed decisions & choose the best model for certain 

categorization tasks. 

A. Experimental Setup  

Throughout our extensive experiments testing the effectiveness 

of the suggested approach, we used a dataset.  

Three different machine learning models were used in the 

experiments: the Voting Classifier, k-Nearest Neighbors 

Gaussian Naive Bayes and Random Forest.  

Each model's training and assessment phases were conducted 

with great care, guaranteeing a strict and uniform methodology.  

This methodological rigor improves our experimental setup's 

repeatability and dependability, provided strong basis for the 

evaluation of the model's performance that will come later. 

B. Measures of Evaluation 

Throughout our extensive experiments testing the effectiveness 

of the suggested approach, we used a dataset. Three different 

machine learning models were used in the experiments: the 

Voting Classifier, k-Nearest Neighbors Gaussian Naive Bayes 

and Random Forest.  

Each model's training and assessment phases were conducted 

with great care, guaranteeing a strict and uniform methodology.  

This methodological rigor improves our experimental setup's 

repeatability and dependability, provided strong basis for the 

evaluation of the model's performance that will come later. 

C. Measures of Evaluation 

Our thorough analysis of the model's performance made use of 

a wide range of assessment metrics, such as the F1-score, recall, 

accuracy, and precision.  

These indicators are essential for giving us a more detailed 

picture of how well the models recognize situations, especially 

when it comes to the challenging task of email classification.  

The F1-score provides a balanced metric that takes into account 

both false positives and false negatives. It is a harmonic mean 

of accuracy and recall.  

The model's recall, also known as sensitivity, evaluates its 

capacity to include all pertinent examples of a class.  

Precision measures the accuracy of positive forecasts, whereas 

accuracy offers an overall measure of right predictions.  

We are able to obtain important insights into the models' 

shortcomings in several performance areas by integrating these 

complex measurements.  

This exhaustive evaluation guarantees a deep comprehension of 

the models' ability to manage the intricacies involved in email 

categorization, assists us in making well-informed judgments 

about model selection and improvement. 

D. Results 

Voting Classifier 

The Voting Classifier emerges as a standout performer, 

showcasing exceptional accuracy at 95.94%.  

A deeper dive into the classification report unravels the model's 

prowess, with elevated precision, recall, and F1-scores for both 

classes, 0 and 1.  

Specifically, for class 0, the classifier achieves an impressive 

precision of 99%, indicating a high proportion of correctly 

classified instances among those predicted as belonging to class 

0.  

The recall score of 95% underscores the model's ability to 

capture a substantial portion of actual instances of class 0, and 

the resultant F1-score of 97% reflects a harmonious balance 

between precision and recall.  

Equally noteworthy is the model's performance for class 1, 

where it achieves a commendable precision of 89%, indicating 

a strong ability to accurately identify instances of class 1 among 

the predicted positive cases.  

The recall score of 98% signifies the model's effectiveness in 

capturing the majority of actual instances of class 1, resulting 

in an elevated F1-score of 93%.  

The confusion matrix, vividly presented in Figure 2 and 

detailed in Table 3, enriches our understanding of the Voting 

Classifier's performance by offering a detailed breakdown of 

true positives, true negatives, false positives, and false 

negatives.  

This granular breakdown provides insights into areas where the 

model excels, correctly classifying instances, and where 

misclassifications occur.  

Analyzing these components contributes to a nuanced 

understanding of the Voting Classifier's strengths and potential 

areas for improvement. 

Algorithm Accuracy 
Precision Recall F1-Score 

0 1 0 1 0 1 

Voting 

Classifier 
0.95 0.99 0.89 0.95 0.98 0.97 0.93 

K-Nearest 

Neighbors 
0.80 0.89 0.63 0.82 0.75 0.86 0.69 

Gaussian 

Naive Bayes 
0.93 0.96 0.87 0.95 0.91 0.96 0.89 

Random 

Forest 
0.93 0.95 0.91 0.96 0.87 0.96 0.89 
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TABLE 3. CLASSIFICATION REPORT OF VOTING CLASSIFIER 

ACCURACY VOTING CLASSIFIER: 0.9594202898550724 

CLASSIFICATION REPORT VOTING CLASSIFIER 

CLASS    PRECISION RECALL   F1-SCORE    SUPPORT 

0 0.99  0.95    0.97        739 

1 0.89    0.98     0.93      296 

ACCURACY   0.96     1035 
MACRO AVERAGE        0.94       0.96       0.95      1035 

WEIGHTED  AVERAGE     0.96       0.96       0.96       1035 

 

FIGURE 2. CONFUSION MATRIX OF VOTING CLASSIFIER 

K-Nearest Neighbors Classifier 

The K-Nearest Neighbors (KNN) Classifier, with an overall 

accuracy of 80.24%, presents a nuanced performance that 

warrants a closer examination through the classification report.  

The model exhibits commendable precision (89%), recall 

(82%), and F1-score (86%) for instances associated with class 

0, indicating its proficiency in accurately identifying instances 

belonging to this category.  

However, as we delve into the model's performance for 

instances of class 1, challenges become apparent. The precision 

of 63%, recall of 75%, and F1-score of 69% suggest limitations 

in effectively classifying instances from this class.  

This imbalance between precision and recall highlights the 

model's struggle to accurately identify instances of class 1, 

potentially leading to misclassifications.  

Figure 3 and Table 4 offer a clear depiction of the model's 

ability to correctly classify instances (true positives and true 

negatives) and areas where misclassifications occur (false 

positives and false negatives).  

This detailed breakdown facilitates a granular understanding of 

the model's performance across different scenarios.  

By analyzing these aspects, valuable information emerges, 

guiding potential refinements to address specific challenges.  

In this case, enhancing the KNN Classifier's ability to 

accurately identify instances of class 1 becomes a focal point 

for improvement. 
TABLE 4. CLASSIFICATION REPORT OF KNN 

ACCURACY VOTING CLASSIFIER: 0.9594202898550724 

CLASSIFICATION REPORT KNN 

CLASS    PRECISION RECALL   F1-SCORE    SUPPORT 

0 0.89 0.82     0.86    3321 

1 0.63    0.75     0.69   1334 

ACCURACY   0.80     4655 
MACRO AVERAGE        0.76       0.79     0.77    4655 

WEIGHTED  AVERAGE     0.82  0.80     0.81    4655 

 

 
FIGURE 3. CONFUSION MATRIX OF KNN CLASSIFIER 

Gaussian Naïve Bayes Classifier: 

The Gaussian Naive Bayes Classifier showcases a robust 

performance, achieving an impressive accuracy of 93.64%. A 

more in-depth analysis through the classification report 

provides a nuanced understanding of the model's effectiveness 

in categorizing instances from different classes.  

Notably, for class 0, the classifier demonstrates remarkable 

precision of 96%, indicating a high proportion of accurately 

predicted instances among those classified as belonging to class 

0. The recall score of 95% reflects the model's ability to capture 

a substantial portion of actual instances of class 0, and the 

resulting F1-score of 96% signifies a harmonious balance 

between precision and recall.  

Similarly, for instances belonging to class 1, the Gaussian 

Naive Bayes Classifier exhibits a commendable precision of 

87%, underlining its capability to accurately identify instances 

of class 1 among the predicted positive cases.  

The recall score of 91% indicates the model's effectiveness in 

capturing a significant proportion of actual instances of class 1, 

resulting in a well-balanced F1-score of 89%.  

The confusion matrix, visually presented in Figure 4 and 

detailed in Table 5, further enriches our understanding of the 

model's performance.  
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This matrix breaks down the classification results into true 

positives, true negatives, false positives, and false negatives, 

offering a granular view of instances correctly and incorrectly 

classified by the model. Analyzing these components provides 

insights into the model's strengths and potential areas for 

improvement. 
TABLE 5. CLASSIFICATION REPORT OF GAUSSIAN NB 

ACCURACY GAUSSIAN NB CLASSIFIER: 0.93641202898550724 

CLASSIFICATION REPORT GAUSSIAN NB CLASSIFIER 

CLASS    PRECISION RECALL   F1-SCORE    SUPPORT 

0 0.96   0.95    0.96     3321 

1 0.87  0.91 0.89    1334 

ACCURACY   0.94        4655 
MACRO AVERAGE        0.92  0.93      0.92     4655 

WEIGHTED  AVERAGE     0. 94 0. 94    0. 94    4655 

 

 
FIGURE 4. CONFUSION MATRIX OF GAUSSIANNB CLASSIFIER 

Random Forest Classifier: 

The Random Forest Classifier achieved an accuracy of 93.68%. 

The classification report shows strong precision, recall, and F1-

score for both classes. For class 0, precision is 95%, recall is 

96%, and F1-score is 96%. 

For class 1, precision is 91%, recall is 87%, and F1-score is 

89%. The confusion matrix Figure 5 and Table 6 provides a 

granular view of the model's performance, aiding in 

understanding its ability to correctly classify instances of each 

class. 
TABLE 6. CLASSIFICATION REPORT OF RANDOM FOREST CLASSIFIER 

ACCURACY RANDOM FOREST CLASSIFIER: 0.9368421052631579 

CLASSIFICATION REPORT RANDOM FOREST CLASSIFIER 

CLASS    PRECISION RECALL   F1-SCORE    SUPPORT 

0 0.95    0.96   0.96       3321 

1 0.91         0.87       0.89       1334 

ACCURACY   0.94        4655 
MACRO AVERAGE        0.93  0.92      0.92     4655 

WEIGHTED  AVERAGE     0. 94 0. 94    0. 94    4655 

 

 
FIGURE 5. CONFUSION MATRIX OF RANDOM FOREST CLASSIFIER 

 
FIGURE 6. BOX PLOT CROSS VALIDATION SCORES 

The comprehensive analysis of cross-validation accuracies for 

the four machine learning models, namely the Voting 

Classifier, K-Nearest Neighbors, Gaussian Naive Bayes, and 

Random Forest, is vividly illustrated in the detailed box plot 

presented in Figure 6.  

This graphical representation offers valuable insights into the 

distribution of accuracy scores, showcasing key statistical 

metrics such as quartiles, potential outliers, and the median 

accuracy for each model.  

A noteworthy observation from the box plot is the intriguing 

comparison of median accuracies among the models.  

Specifically, the Voting Classifier exhibits a higher median 

accuracy than K-Nearest Neighbors, adding an interesting 

dimension to the performance dynamics.  
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Concurrently, the median performances of Gaussian Naive 

Bayes and Random Forest appear comparable, contributing to 

a nuanced understanding of their relative effectiveness.  

The spread of the boxes and whiskers in the box plot serves as 

a visual representation of the accuracy score variability across 

different cross-validation folds.  

This variability, highlighted through the interquartile range, 

allows for a more comprehensive assessment of each model's 

robustness and dependability.  

Notably, the presence of outliers in the plot signifies instances 

of either exceptional performance or challenges faced by the 

models during specific folds, providing a deeper insight into 

their consistency.  

The box plot, as a graphical depiction, enhances our ability to 

evaluate the overall performance stability of each model across 

diverse cross-validation scenarios.  

By visually discerning how consistently each model performs, 

practitioners and researchers gain a more intuitive 

understanding of the models' reliability in real-world 

applications.  

This graphical representation contributes to a richer 

interpretation of the models' strengths and potential limitations, 

aiding in the selection of the most suitable model for specific 

email classification requirements.  

In essence, Figure 6 serves as a powerful visual aid that goes 

beyond numerical accuracy scores, offering a dynamic 

portrayal of the performance distributions and highlighting the 

stability and variability inherent in the machine learning models 

under consideration.  

This visual exploration not only complements the quantitative 

analysis presented in the results but also provides a more 

holistic perspective on the models' performance characteristics 

across various cross-validation folds. 

VI. DISSCUSSION 

Our research represents a significant stride in the realm of email 

classification, seeking to revolutionize customer support 

efficiency through the integration of cutting-edge machine 

learning algorithms.  

As email communication permeates every facet of modern 

interactions, the accurate categorization of emails holds 

immense potential for reshaping and optimizing customer 

support processes on a large scale.  

The discussion unfolds with a meticulous examination of the 

performance of various machine learning models in the intricate 

landscape of email classification.  

Synthesizing insights from earlier studies, we accentuate the 

indispensable role played by word embedding models in 

capturing the rich and varied content of emails, thereby 

elevating the precision of classification outcomes.   

The recognition of emails as dynamic entities, often laden with 

informality and emotional nuances, underscores the necessity 

of tailoring machine learning models to accommodate these 

unique characteristics, ensuring robust adaptability to the 

diverse content that permeates email communication.  

Furthermore, our exploration extends into the pragmatic 

implications of our findings, casting light on the tangible 

applications of machine learning models in authentic email 

categorization scenarios.  

Striking a delicate balance between extolling the virtues and 

acknowledging the limitations of these models, we advocate for 

an informed decision-making process when considering their 

implementation in customer support systems.  

This nuanced perspective aligns seamlessly with our 

overarching objective of reshaping customer support processes 

through the astute and efficient categorization of emails. 

In harmony with the forward-looking trajectories outlined in the 

literature, we chart specific pathways for enhancing machine 

learning models tailored for email classification.  

This includes a targeted investigation into the impact of 

alternative classification techniques, such as the sophisticated 

Long Short-Term Memory (LSTM) models, on the accuracy 

and adaptability of email categorization.   

Additionally, we emphasize the critical need to dissect how the 

composition of the email corpus and the scale of the network 

influence the nuanced performance of classifiers.  

These considerations serve as beacons guiding the ongoing 

evolution of email classification models, offering a roadmap for 

future investigations.  

To contextualize our research within the expansive domain of 

text classification, enveloping email categorization, we draw 

upon insights gleaned from the broader literature.  

Text classification, as a linchpin of machine learning 

applications, empowers the automatic structuring and 

organization of unwieldy unstructured text data.  

Aligning our findings with the broader significance of text 

classification enriches the discourse, providing a holistic 

perspective on the efficacy and applicability of machine 

learning models in the highly specialized field of email 

categorization.  

Finally, we embrace transparency by openly acknowledging the 

potential limitations and challenges encountered in our 

research, as illuminated by the literature.  

This candid acknowledgment aims to fortify the credibility of 

our research, endowing readers and fellow researchers with a 

nuanced comprehension of the practical complexities and 

constraints entwined with deploying machine learning models 

for email categorization.  

This conscious recognition of challenges is imperative for 

steering the responsible and informed evolution of email 

classification models, ensuring their resilience and adaptability 

in the face of real-world complexities. 

VII. CONCLUSION 

In conclusion, our study offers a comprehensive exploration 

into the nuanced performance of K-Nearest Neighbors (KNN), 

Random Forest, Gaussian Naive Bayes (GNB), and the 

ensemble approach via the Voting Classifier in the specialized 

realm of email classification.  

The detailed assessment provided in Table 2 underscores the 

distinctive attributes and trade-offs associated with each 

algorithm.  

As emphasized in the earlier discussion, the Voting Classifier 

emerges as the standout performer, boasting an impressive 

overall accuracy of 95.9%.  

This ensemble model not only demonstrates a well-balanced 

performance but excels in both recall and precision for both 

spam and non-spam classes.  
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Its capacity to strike a harmonious balance positions it as a 

robust solution for effective email categorization, a crucial 

aspect reiterated in the broader context of our discourse.  

In contrast, the K-Nearest Neighbors (KNN) algorithm opts for 

a trade-off between recall and accuracy, resulting in a lower 

overall accuracy of 80.2%.  

While it achieves commendable precision, the trade-off is 

evident in the lower recall rate, suggesting potential limitations 

in accurately identifying spam instances.  

This strategic compromise aligns with the algorithm's inherent 

characteristics, reinforcing the significance of considering 

specific requirements in the context of email categorization 

systems.  

Gaussian Naive Bayes (GNB) and Random Forest exhibit 

comparable performances, boasting accuracies of 93.6% and 

93.7%, respectively.  

As previously discussed, these algorithms excel in recall for 

spam instances but exhibit relatively lower precision.  

The inherent trade-offs between recall and precision are 

intricately woven into the nature of these algorithms, an aspect 

that we extensively elucidated in our discussion on their 

application to email classification. 

The practical implications stemming from our findings are 

paramount, resonating with the overarching objective of 

enhancing email categorization systems.  

The superior performance of the Voting Classifier, as 

expounded in the discussion, positions it as the preferred choice 

for practitioners seeking to fortify the efficiency of email 

filtering systems.  

Its adeptness in navigating the intricate dynamics of spam and 

non-spam classification holds significant promise for real-

world applications.  

Our research, far from being purely theoretical, also imparts 

tangible value for practical applications.  

The insights gleaned from our investigation serve as a 

foundational resource for developing techniques that can 

augment the effectiveness of email filtering systems.  

The robust performance of the Voting Classifier, as 

corroborated by Table 2 and expounded in our discussion, 

suggests its potential implementation across various email 

security applications.  

Such implementation can contribute substantially to fortifying 

defenses against spam, thereby enhancing the accuracy of email 

categorization and, consequently, elevating the overall 

reliability of email communication systems in real-world 

scenarios. 
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