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Abstract: This paper proposes a new minimization technique for of the solutions of differential equation using non-linear Nelder-Mead Simplex 

algorithm and compare with genetic algorithm. We have solved differential problems both with Nelder-Mead simplex and genetic algorithm. 

The designed differential equation has been calculated as an error function for the minimization process. The proposed procedure has the 

capability to minimize the obtained solutions through any numerical techniques. The effectiveness of the proposed techniques guarantees the 

minimization of nonlinear differential equation with initial conditions. The resultant technique has a global validity for the minimization of 

differential equation. Genetic algorithm (GA) is suggested to minimize the differential problem, accessible to show the performance of the GA. 

Numerical outcomes obtained using Nelder-Mead Simplex guarantees its effectiveness. 

——————————◆—————————— 

Introduction 
Optimization is a useful technique for determining the best optimal solution to a problem. In other words, optimization is 

the problem of selecting suitable inputs under given circumstances in order to get the best possible output. For instance, 

optimization can be used in production models to adjust different inputs and make them more effective in order to get 

the best output for the production of a particular industry. In this scenario, once we have modeled a problem, it can be 

solved using the available optimization techniques to find the optimal solution [15]. 

Optimization methods are used for decision making, mainly in the selection of an optional subset of projects selected for 

investment. The degree of objective and dependence on data, as well as the structure of their results which differs 

widely across these methods [17]. 
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Certificates of infeasibility can be useful within optimization algorithms in order to allow the fast determination of the 

inconsistency of the problem constraints, avoiding spending large computational times in infeasible problems, and also 

providing a guarantee that a problem is indeed not solvable. A series of results in interior-point based linear 

programming has been related to the construction of infeasibility certificates. The issue of detecting infeasibility in 

optimization problems has been particularly important in the context of mixed integer linear programming [16]. In [18] 

Shakoor et al tried to make use of conventional as well as local turbines, which lead to small hydropower plants that 

contribute to the proposed system as a case study in the northern areas of Pakistan in order to produce low-cost 

electricity. The purpose of the proposed study was to develop an optimal hybrid energy management system that 

generates more power at a minimum cost. 

Differential equation is one of the most attractive topic in mathematics which is widely applicable in all fields of science, 

engineering, and applied economic [12]. Several numerical methods have been used for solving differential equations 

such as: Laplace Transform, RK-4, RK-6 and Predictor-Corrector method etc.   

         In this paper, we firstly solve various kind of differential equations by available analytical and numerical methods 

and then minimize it by using Nelder-Mead Simplex method. In the first phase, we convert the given differential 

equation into an energy function (cost function) and solve it by available techniques in the literature. In the second 

phase, we minimize the obtained solution using Nelder mead Simplex algorithm. In other words, we minimize the 

unconstrained function of n variables through NMS. Actually we check the functional values 𝑃0 , 𝑃1. . . 𝑃𝑛  that are the 

(n+1) vertices of non-linear Simplex in an n-dimensional space. The proposed methodology is fast and quick in order to 

find out the local minimum in case of mono-objective optimization in n-dimensional spaces. According to the best of our 

knowledge, the methodology used here in this paper is a new approach in order to minimize the solution of differential 

equations with IC. The proposed methodology may be able to work for partial differential equations as well which is our 

future work in this regard. The remainder of the paper is arranged as follows: Section 2 is about non-linear Nelder Mead 

Simplex. Section 3 presents the genetic algorithm. Section 4 conversion of the constrained optimization problem to an 

unconstrained optimization problem. Section 5 describes the algorithmic procedure of the proposed methodology. 

Section 6 presents the numerical outcomes with examples and section 7 ends this paper with conclusion. 

Non-Linear Nelder MeadS Simplex Method (NMS) 

Nelder-Mead method is widely used algorithm for unconstrained optimization problems which does not rely the gradient 

of the functions. This algorithm is particularly applicable in the area of 

chemistry, chemical engineering, and medicine, and engineering problems [1-3]. The function values are evaluated at 

each vertex during the iterative process. It is a direct search optimization method that works properly for stochastic 

problems as well. Each iteration in Rn space formed by n+1 vertices such as Y = {Y0, Y1…Yn}. The Simplex vertices are 

sorted in ascending order based on the function values. In other words, f (Y0) and f (Yn) are the best vertex and worst 

vertex respectively. 

Basically NMS works on bases of three operations such as reection, expansion and contraction. In each iteration, the 

worst vertex 𝑌𝑛 is replaced by 𝑌𝑐 where 𝑌 = 𝑌𝑐 + 𝛿(𝑌𝑐 − 𝑌𝑛) and 𝛿 ∈ 𝑅 that is 𝑌𝑐 = ∑ 𝑌𝑖/𝑛𝑛−1
𝑖=0   is the centroids best 

point in n vertices. The value of δ determines the type of repetition. For example δ = 1, δ = 2, δ = ±1/2 represents 

reection, expansion and contraction respectively. Nelder-Mead simplex (NMS) may do shrink to form a new simplex. In 

shrinking process, all the vertices in Y may move towards the best head vertex. 

Genetic Algorithm (GA) 

The genetic algorithm is a random-based classical evolutionary algorithm. By random we mean that random changes will 

be applied to the available solutions in order to generate new solution using the GA. GA is also called Simple genetic 

algorithm (SGA) due to its simplicity compared to other evolutionary algorithm. GA is based on Darwins theory of 



Journal of Xi’an Shiyou University, Natural Science Edition                                                 ISSN: 1673-064X 

http://xisdxjxsu.asia                                VOLUME 20 ISSUE 01 JANUARY 2024                                   749-761 

evolution. It is a slow gradual process that works by making changes to the making slight and slow changes. Also, GA 

makes slight changes to its solutions slowly until getting the best optimal solution. Unlike traditional algorithms GA is not 

static but dynamic because it can evolve over time. 

The genetic algorithm is a technique for solving and minimizing equally constrained and unconstrained optimization 

problems, which is base through the natural selection, the procedure which drives biological evolution. Genetic 

algorithm is a sort of optimization process; significantly it is used to search out the optimum solution(s) of an assume 

differential problem that maximizes or minimizes a particular function. Genetic algorithm has four operations. [13] 

•  Fitness Function 

•  Chromosome 

•  Crossover 

•  Mutation 

 
Conversion of Differential Equation to an Optimization Problem 

     An equation involving the differential of one or more dependent variable with respect to one or more independent 

variable is called differential equation. Generally, we use the functions to represent physical quantities, the derivatives to 

represent their rates of change but the differential equation defines a relationship between these both physical 

quantities and their rates of change. Differential equations have an amazing capacity to forecast the world around us. 

These equations are used in a wide variety of disciplines as biology, economics, chemistry, physics, and engineering. 

Beside this they can be used to define exponential growth and decay, the population growth of species or the change in 

investment return over time. 

The solution of a differential equation is a function which is free from derivatives. Differential equations have usually 

infinite number of solutions and hence its graph is actually a family of curves. Different approaches are used to solve a 

differential equation but our approach is quite opposite [10-11]. 

In this section, we convert the given differential equation with initial and boundary values to an optimization problem in 

order to solve it. This become a constrained optimization problem and later on it converted to an unconstrained 

optimization problem for the solution process within the interval interval [ 𝛼, 𝛽]. This unconstrained optimization 

problem can be solved by non-linear Nelder Mead Simplex method [4-9]. 

Proposed Methodology 

Considered the general form of differential equation with initial and boundary conditions (IBC) as follows. 

                         𝑎𝑛𝑦𝑛(𝑡) + 𝑎𝑛−1𝑦𝑛−1(𝑡)….,𝑎0𝑦(𝑡) = 𝑔(𝑡), where 𝑡 ∈ [𝛼, 𝛽]                                                                                 (1) 

with IC            𝑦𝑛(𝑡) = 𝑐𝑛 , 𝑦𝑛−1(𝑡) = 𝑐𝑛−1 ………, 𝑦0(𝑡) = 𝑐0,   

 and  𝑎𝑛, 𝑎𝑛−1   ,𝑎𝑛−2,
………𝑎0, which  are any scaler  functions. 

It should be noted that the nonlinear differential equations have no products of 𝑦(𝑡) with its derivatives. Furthermore, if 

neither the function nor its derivatives exist other than the first power is called linear differential equations. If the 

product of 𝑦(𝑡) and their derivatives are exist other than first power is called non-linear differential equations.   

In Equation (1), if 𝑔(𝑡) is zero then it is said be a homogeneous differential equation. Furthermore, 

𝑎𝑛 … . . 𝑎0  𝑑𝑒𝑡𝑒𝑟𝑚𝑖𝑛𝑒𝑠 𝑎𝑠 𝑎 𝑠𝑐𝑎𝑙𝑒𝑟 𝑎𝑛𝑑 𝑦𝑛 … … , 𝑦0 and 𝑔(𝑡) are any algebraic or transcendental functions. Here we 

proceed to solve (1) by different numerical methods which have been used for the solutions of linear and nonlinear 

differential equations.   
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Let,                  𝑦(𝑡) = 𝑢(𝑡)                                                                                                                                                                       (2)    

With 𝛼 ≤ 𝑡 ≤ 𝛽  is the solution of (1). Equation (2) is an unconstrained optimization problem with  𝑡 ∈ [𝛼 , 𝛽]. In order to 

minimize (2), Nelder Mead Simplex may be used. Where t is random step size in iterative process. [14] 

Algorithm for proposed Methodology 

       To solve this unconstrained optimization problem, we proceed as follows: 

Step 1: Identify the interval [𝛼, 𝛽]  and convert the differential equation described in (1) to an unconstrained 

optimization problem (2). 

Step 2: Choose points ti from [𝛼, 𝛽]  as an initial boundary value. 

Step 3: Systemize the given differential equation described in (1). If it is an equation system in n unknown variables, then 

systemize the equation in order to solve it for n unknowns. 

Step 4: Convert (1) to an unconstrained optimization problem (2) and solve it with available numerical and analytical 

techniques in the literature. 

Step 5: Minimize the result obtained from step 4 through Nelder Mead Simplex in order to minimize the obtained 

solutions. 

Numerical Experiments 

     In order to perform computational tests involving the proposed methodology, we will first convert the constrained 
optimization problem (1) to an unconstrained optimization problem (2). After that we will use non-linear Nelder-Mead 
Simplex algorithm in order to minimize the obtained solutions. 
Example 1: 

We have a second order initial value problem. 

                           𝑦 ′′ + 16𝑦 = 𝑐𝑜𝑠4𝑡,   𝑤𝑖𝑡ℎ 𝑖𝑛𝑖𝑡𝑖𝑎𝑙 𝑣𝑎𝑙𝑢𝑒𝑠  𝑦(0) = 0, 𝑦 ′(0) = 1                                                                  (3)                               

Laplace transform for 2nd order differential equation is given below: 

                            𝑠2𝑌(𝑠) − 𝑠𝑦(0) − 𝑦 ′(0) = 𝐹(𝑠)…                                                                                                               (4) 

So the exact solution of the (3) is given below:                                                                                      

                            𝑦(𝑡) =
1

4
𝑠𝑖𝑛4𝑡 +

1

8
𝑡 𝑠𝑖𝑛4𝑡                                                                                                                            (5)                                                                                                   

Now to minimize the function (5) by Nelder-Mead simplex algorithm at the point t=0, so the iterative process is given 

below in table 1: 
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Table 1 

 
As of the above table, it is understandable that Nelder-Mead simplex algorithm minimize the given unconstrained 
optimization problem. The function value at a given point is 0, then applying the NMS then function value is minimized to 
-0.203292. 
Now we have to minimize the above problem (3) through genetic algorithm: so iterative process is as under: 
 

Generations Func-Count Best of f(x) Mean of f(x) 

1 100 -0.2838 0.03458 

2 150 -0.2838 -0.04534 

3 200 -0.2838 -0.04603 

4 250 -0.2838 -0.08022 

5 300 -0.2838 -0.1626 

6 350 -0.2838 -0.2086 

7 400 -0.2838 -0.2324 

8 450 -0.2838 -0.2626 

9 500 -0.2838 -0.2769 

10 550 -0.2838 -0.2785 

Iteration Function-Count Min y(t) NMS Process 

0 1  0  

1 2  0 initial simplex 

2 4 -0.000499875                    Expand 

3 6 -0.00149887                      Expand 

4 8 -0.00349376                      Expand 

5 10 -0.00747075                      Expand 

6 12 -0.01537                             Expand 

7 14 0.0309219                         Expand 

8 16 -0.0608249                         Expand 

9 18 -0.114264                           Expand 

10 20 -0.186041                           Expand 

11 22 -0.201926                           Reflect 

12 24 -0.201926                           contract inside 

13 26 -0.203271                           contract inside 

14 28 -0.203271                           contract inside 

15 30 -0.203271                           contract inside 

16 32 -0.203291                           contract inside 

17 34 -0.203291                           contract inside 

18 36 -0.203291                           contract inside 

19 38 -0.203292                       contract inside 

20 40 -0.203292                       contract inside 

21 42 -0.203292                       contract inside 

22 44 -0.203292                       contract inside 
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11 600 -0.2838 -0.2826 

12 650 -0.2838 -0.2827 

13 700 -0.2838 -0.2838 

14 750 -0.2838 -0.2838 

15 800 -0.2838 -0.2838 

16 850 -0.2838 -0.2838 

17 900 -0.2838 -0.2838 

18 950 -0.2838 -0.2838 

19 1000 -0.2838 -0.2838 

20 1050 -0.2838 -0.2838 

21 1100 -0.2838 -0.2838 

22 1150 -0.2838 -0.2838 

23 1200 -0.2838 -0.2838 

24 1250 -0.2838 -0.2838 

25 1300 -0.2838 -0.2838 

26 1350 -0.2838 -0.2838 

27 1400 -0.2838 -0.2838 

28 1450 -0.2838 -0.2838 

29 1500 -0.2838 -0.2838 

30 1550 -0.2838 -0.2838 

31 1600 -0.2838 -0.2838 

32 1650 -0.2838 -0.2838 

33 1700 -0.2838 -0.2838 

34 1750 -0.2838 -0.2838 

35 1800 -0.2838 -0.2838 

36 1850 -0.2838 -0.2838 

37 1900 -0.2838 -0.2838 

38 2000 -0.2838 -0.2838 

39 2050 -0.2838 -0.2838 

40 2100 -0.2838 -0.2838 

41 2150 -0.2838 -0.2838 

42 2200 -0.2838 -0.2838 

43 2250 -0.2838 -0.2838 

44 2300 -0.2838 -0.2838 

45 2350 -0.2838 -0.2838 

46 2400 -0.2838 -0.2838 

47 2450 -0.2838 -0.2838 

48 2500 -0.2838 -0.2838 

49 2550 -0.2838 -0.2838 

50 2600 -0.2838 -0.2838 

51 2650 -0.2838 -0.2838 

               Table 2 

 

 
Now the graph of the above problem is 
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Fig 1: GA Vs NMS 

 

 
As from the both techniques, it minimizes the differential equation. The NMS is more e_cient than GA because NMS find 
out the optimum value through a small number of iterations, while GA is not stable in iterative process. From the above 
Fig GA (1), it is clearly showed that GA is minimized the function, GA gives an optimal point -0.2838 after 51 iterations, 
the black doted shows the best fitness while the blue doted shows the mean tness and GA gave 51 iterations, on another 
hand NMS minimized the same function and give an optimal point -0.203292 at 22 iterations. 

 

 

 
Example 2: 
Consider the following example 

                                                      
𝑑𝑦

𝑑𝑡
= −5𝑦 + 5𝑡2 + 5𝑡       𝑤ℎ𝑒𝑟𝑒 𝑦(0) =

1

3
                                                                                   (6) 

The exact solution of (6) is given in the following equation: 

                                                                                         𝑦(𝑡) =
3𝑒5𝑡𝑡2+1

3𝑒5𝑡
                                                                                                (7) 

Minimize the unconstrained optimization problem (7) by Nelder-Mead Simplex and iterative process given below.  

Generations Func-Count Best of f(x) Mean of f(x) 

1 100 -0.2838 0.03458 

2 150 -0.2838 -0.04534 

3 200 -0.2838 -0.04603 

4 250 -0.2838 -0.08022 

5 300 -0.2838 -0.1626 

6 350 -0.2838 -0.2086 

7 400 -0.2838 -0.2324 
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8 450 -0.2838 -0.2626 

9 500 -0.2838 -0.2769 

10 550 -0.2838 -0.2785 

11 600 -0.2838 -0.2826 

12 650 -0.2838 -0.2827 

13 700 -0.2838 -0.2838 

14 750 -0.2838 -0.2838 

15 800 -0.2838 -0.2838 

16 850 -0.2838 -0.2838 

17 900 -0.2838 -0.2838 

18 950 -0.2838 -0.2838 

19 1000 -0.2838 -0.2838 

20 1050 -0.2838 -0.2838 

21 1100 -0.2838 -0.2838 

22 1150 -0.2838 -0.2838 

23 1200 -0.2838 -0.2838 

24 1250 -0.2838 -0.2838 

25 1300 -0.2838 -0.2838 

26 1350 -0.2838 -0.2838 

27 1400 -0.2838 -0.2838 

28 1450 -0.2838 -0.2838 

29 1500 -0.2838 -0.2838 

30 1550 -0.2838 -0.2838 

31 1600 -0.2838 -0.2838 

32 1650 -0.2838 -0.2838 

33 1700 -0.2838 -0.2838 

34 1750 -0.2838 -0.2838 

35 1800 -0.2838 -0.2838 

36 1850 -0.2838 -0.2838 

37 1900 -0.2838 -0.2838 

38 2000 -0.2838 -0.2838 

39 2050 -0.2838 -0.2838 

40 2100 -0.2838 -0.2838 

41 2150 -0.2838 -0.2838 

42 2200 -0.2838 -0.2838 

43 2250 -0.2838 -0.2838 

44 2300 -0.2838 -0.2838 

45 2350 -0.2838 -0.2838 

46 2400 -0.2838 -0.2838 

47 2450 -0.2838 -0.2838 

48 2500 -0.2838 -0.2838 

49 2550 -0.2838 -0.2838 

50 2600 -0.2838 -0.2838 

51 2650 -0.2838 -0.2838 

         Table 3 

 
Now we have to minimize the above problem (6) through genetic algorithm: so iterative process is as under 

 

Generations Func-Count Best of f(x) Mean of f(x) 

1 100 0.0006796 1292 

2 150 0.0006796 798.3 

3 200 0.0006796 97.66 

4 250 0.0006796 519.5 
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5 300 0.0006796 55.36 

6 350 0.0006796 57.11 

7 400 0.0006796 42.23 

8 450 6.211e-05 42.23 

9 500 6.211e-05 0.0516 

10 550 6.211e-05 0.002106 

11 600 6.211e-05 0.001977 

12 650 1.406e-05 0.001838 

13 700 1.406e-05 0.001734 

14 750 1.406e-05 0.0002116 

15 800 3.038e-06 0.0001208 

16 850 3.038e-06 3.719e-05 

17 900 3.038e-06 2.358e-05 

18 950 5.69e-07 1.165e-05 

19 1000 5.69e-07 1.035e-05 

20 1050 5.69e-07 5.722e-06 

21 1100 6.945e-08 4.249e-06 

22 1150 6.945e-08 2.224e-06 

23 1200 6.945e-08 1.836e-06 

24 1250 6.945e-08 9.908e-07 

25 1300 6.945e-08 3.439e-07 

26 1350 1.994e-08 1.321e-07 

27 1400 3.629e-10        1.142e-07 

28 1450 3.629e-10        9.598e-08 

29 1500 3.629e-10        5.727e-08 

30 1550 3.629e-10        4.783e-08 

31 1600 3.629e-10        3.549e-08 

32 1650 3.629e-10        2.635e-08 

33 1700 3.584e-10 1.382e-08 

34 1750 3.533e-10 2.439e-08 

35 1800 3.232e-10 6.556e-08 

36 1850 3.244e-10 2.636e-07 

37 1900 3.244e-10 1.54e-06 

38 1950 3.244e-10 1.174e-06 

39 2000 1.968e-10 5.013e-07 

40 2050 1.968e-10 2.587e-07 

41 2100 1.968e-10 1.389e-07 

42 2150 1.968e-10 1.245e-07 

43 2200 1.951e-10 1.157e-07 

44 2250 1.901e-10 4.213e-08 

45 2300 1.709e-10 8.126e-08 

46 2350 9.948e-11 2.129e-07 

47 2400 9.948e-11 7.632e-07 

48 2450 8.572e-11 2.37e-07 

49 2500 8.572e-11 2.316e-06 

50 2550 3.793e-11 1.928e-06 

51 2600 3.793e-11 4.005e-07 

52 2650 2.963e-11 6.364e-07 

53 2700 2.963e-11 2.071e-06 

54 2750 2.963e-11 1.769e-06 

55 2800 2.016e-11 1.132e-06 

56 2850 2.653e-12 1.126e-06 

57 2900 2.653e-12 2.737e-06 

58 2950 2.653e-12 2.002e-06 

59 3000 4.559e-13 1.508e-06 

60 3050 4.559e-13 1.605e-06 
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61 3100 4.559e-13 1.41e-06   

62 3150 2.97895e-16 1.58766e-08 

       Table 4 

 

The graph of example 2 via obtained from genetic algorithm is given below. 

 

 

 
Fig 2: GA Vs NMS 

 

 
    Obviously from the both methods, it minimizes the differential equation. The NMS is more competent than GA 

because NMS find out the optimum value through a small number of iterations, while GA is not stable in iterative 

process. From the above Fig GA (2), it is clearly showed that GA is minimized the function, GA gives an optimal point 

2.97895×1016, GA evaluate the process in 62 iterations, while NMS minimized the same function and give an optimal 

point 0, NMS take 34 iterations to give an optimal point. 

Example 3: 

                                    
𝑑𝑦

𝑑𝑡
= sin(𝑡) − 2𝑥 𝑡𝑎𝑛(𝑡)       𝑤ℎ𝑒𝑟𝑒         𝑦(0) = 𝑝𝑖/3                                                                                    (8) 

Transform equation (8) into an unconstrained optimization problem for exact solutions  

                                                                             𝑦(𝑡) =
sec(𝑡)−2

𝑠𝑒𝑐2(𝑡)
                                                                                                               (9) 

Minimize the unconstrained problem (9) by Nelder-Mead Simplex method with initial point t=pi/3. The iterative process is 

given in the following table: 
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No of Iterations Func-Count Min y(t) NMS observations 

0 1 -1.11022𝑒−16  

1 2 -1.11022𝑒−16 Initial Simplex 

2 4 -0.103198 Expand 

3 6 -0.361384 Expand 

4 8 -0.85796 Expand 

5 10 -0.983826 Reflect 

6 12 -0.983826 Contract inside 

7 14 -1 Contract inside 

8 16 -1 Contract inside 

           Table 5 

 

After five iterations the zeros of the objective functions is given in the following figure. 

 

 
3: NMS 

 
Number of iterations: 11 
Number of Func-Count: 23 
Fval: -1 
Solve via GA: We have to solve the above problem (8) by genetic algorithm solver in matlab. Through a given process of 
matlab solver, graphically problem (8) is shown as: 
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Fig 4: GA 

From both techniques, the function is minimized to -1, while GA takes iterations than NMS. 

Computational Analysis 
The proposed technique was implemented in MATLAB [R2017a]. Computational experiments were carried out on a HP 
Core i3 with 2 GB of RAM, with 64-bit operating system windows 8.1 pro. The iterative process was repeated five times 
for each test problem that produces some promising results. All experiments produced the minimization of complicated 
differential equations with initial values. 
 
 
 
 

Conclusion 
In this paper, we have presented the proposed methodology in order to minimize the solution of differential equation 
obtained from different numerical and analytical techniques through Nelder Mead Simplex method to compare with 
genetic algorithm. We have changed the given differential equation to an unconstrained optimization problem in order 
to minimize it. The robustness of NMS method with initial values is highly appreciable and has good accuracy than GA. 
Furthermore, it can be used to minimize various kind of differential equation using the proposed methodology. We have 
validated the proposed methodology with different numerical examples. NMS works better as compare with GA because 
NMS is stable is iterative process and obtain unique optimal point while GA is not stable in iterative process and give a 
small change in optimum point. The proposed methodology may be able to work for partial differential equations and 
fractional-order differential equations which is our future work in this regard and compare with other optimization 
techniques. 
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