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Abstract 

Enhancers are the critical regulatory elements in DNA sequences that play an essential role in gene 

transcription and translation with in a genome. However, identifying enhancers is more complex 

than coding genes due to their high free scattering and positional variability. To address this 

challenge, numerous computational studies have been conducted in this field. Despite this, some 

deficiencies still exist in these prediction models. In this study, we propose a reliable 

computational approach for efficiently identifying enhancers based on a deep neural network 

model by incorporating heterogeneous features. The proposed model's effectiveness was evaluated 

using training and independent datasets through a 5-fold cross-validation approach. The validation 

results demonstrated that the iEnhancer-DNN model achieved an accuracy of 81.83%, 

respectively, when utilizing the training dataset. Similarly, when using the independent dataset, 

the model achieved an accuracy of 80.99%, respectively. Notably, our model outperforms previous 

methods in performance index, and providing valuable inspiration for the future of enhancer 

prediction using computer technology. 
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1. INTRODUCTION 

Gene regulation is a fundamental process that governs the intricate orchestration of gene 

expression, enabling cells to respond to various stimuli and maintain proper functionality. Among 

the key regulatory elements in eukaryotic genomes, enhancers hold a crucial position as they play 

a vital role in modulating gene expression. Enhancers are cis-regulatory DNA elements that 

interact with transcription factors and other regulatory proteins to boost the transcriptional activity 

of specific target genes [1-3]. Identifying and characterizing enhancers are of paramount 

importance in unraveling the complex regulatory networks underlying diverse biological 

processes, including development, differentiation, and disease. In earlier times, the exploration of 

enhancers primarily relied on experimental approaches, as exemplified in the pioneering 

investigations conducted by [4]. The former sought to identify enhancers based on their connection 

with transcription factors (TFs), like P300 [5, 6]. Nevertheless, this method could potentially 

overlook or inadequately detect the relevant targets because not all enhancers are bound by TFs, 

resulting in a considerable number of incorrect rejections [7]. The latter method involved 

identifying enhancers through DNase I hypersensitivity, which might cause the erroneous or 

excessive identification of some other DNA segments or non-enhancer regions as enhancers [8, 

9], leading to a significant number of false positives [7]. Despite efforts to address the 

aforementioned limitations in identifying enhancers and improving the detection rate through 

subsequent methods, such as genome-wide mapping of histone modifications, these approaches 

still incur substantial expenses and time requirements [10-15]. Consequently, numerous 

computational approaches have been proposed to predict enhancers, given that biological 

experimental techniques are costly and time-consuming. The CSI-ANN computation methodology 

was initially published by [13]. It comprises two main stages: data transformation and feature 

extraction, followed by classification using a time-delay neural network. In the past few years, 

several bioinformatics methods have been developed for the prediction of enhancers [16]. 

Subsequently, the Support Vector Machine (SVM) learning technique led to the creation of two 

successful systems: iEnhancer-2L [8] by Liu et al. and EnhancerPred [17] by Jia and He. While 

EnhancerPred utilized bi-profile Bayes and pseudo-nucleotide composition, iEnhancer-2L 

employed pseudo k-tuple nucleotide composition (PseKNC) for sequence encoding. Despite both 

techniques yielding relatively low Matthews correlation coefficients (MCCs), they still performed 

satisfactorily. When comparing EnhancerPred to iEnhancer-2L, EnhancerPred exhibited a slightly 
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better MCC performance, but its efficacy still fell short. An improved version of iEnhancer-2L, 

called iEnhancer-EL [18], was introduced by Liu et al. in 2018. Notably, iEnhancer-EL showcased 

a complex structure, comprising two ensemble models constructed from 16 different main 

classifiers. These crucial classifiers were developed using 171 SVM-based elementary classifiers, 

which combined PseKNC, subsequence profile, and k-mers characteristics. Despite iEnhancer-

EL's current status as one of the most effective methods for identifying enhancers and evaluating 

their strength, the potential for even better models exists by employing cutting-edge learning 

algorithms and advanced encoding techniques. Recently a model called iEnhancer-RF [19], which 

utilizes increased feature representation with random forest, was proposed for enhancer prediction. 

However, there is still room for enhancing the model's resilience. Despite the current 

methodologies demonstrating impressive performance in identifying enhancers and assessing their 

strength, their accuracy still requires improvement. To achieve this goal and enhance the predictive 

performance of enhancers, this study will employ novel encoding approaches and classification 

models. In this study, we utilize two different feature extraction techniques and subsequently 

combine them. By feeding the final fused feature into a Deep Neural Network (DNN) for model 

training, we can predict enhancers. DNNs have demonstrated exceptional capabilities in 

processing complex and diverse data, making them well-suited for extracting information from the 

heterogeneous genetic properties associated with enhancers. Our objective is to leverage DNNs to 

enhance the accuracy and reliability of enhancer identification, leading to a more comprehensive 

understanding of gene regulation mechanisms. Our iEnhancer-DNN demonstrates superior 

generalized efficiency in forecasting both enhancers and non-enhancers. To ensure a fair 

comparison with prior studies by Liu et al. [8, 18] and Jia and He [17], the same dataset is used for 

model construction and evaluation. The detailed framework of the iEnhancer-DNN model is 

illustrated in Figure 1. 
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Fig 1. Detailed framework of the iEnhancer-DNN 

2. MATERIALS AND METHODS 

2.1. Dataset 

This paper used a dataset proposed by Liu et al. [8] was utilized in this investigation and in the 

development of iEnhancer-2L [8], EnhancerPred [17], iEnhancer-EL [18], and iEnhancer-RF [19]. 

This dataset comprises 200bp-long DNA sequences extracted from 9 different cell lines, along 

with corresponding enhancer data. To ensure the classifier's accuracy, enhancers with a similarity 

of more than 90% were removed from the dataset using CD-HIT [20]. The final dataset consists 

of 1484 enhancers and 1484 non-enhancers. The training and independent datasets are accessible 

in Refs. [8]. 
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2.2. Feature Extraction 

Machine learning or deep learning methods are not possible to directly annotate continuous 

sequences of nucleotides. To complete this task, it is vital to transform the sequence representation 

of nucleotide sequences into feature vectors that are generated with numerical values [21, 22]. In 

this investigation, feature extraction was performed using iLearn [23]. 

2.2.1. Geary 

The Geary autocorrelation descriptors for a protein or peptide sequence are defined as 
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In this equation, d  represents the lag, P  denotes the property value for the ith residue, iP
 

represents the mean of the property values over the entire sequence, i dP+  is the mean of the 

property values for residues at a lag distance d  from the ith residue, and nlag indicates the total 

number of lags considered [24].  

2.2.2. PseDNC 

The Pseudo Dinucleotide Composition (PseDNC) encoding is used to integrates both contiguous 

local sequence-order information and global sequence-order information into the feature vector of 

a nucleotide sequence [25]. The PseDNC encoding is defined as follows: 
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In this equation, ( 1,2,...,16)kf k = represents the normalized occurrence frequency of dinucleotides 

in the nucleotide sequence.   denotes the highest counted rank (or tie) of the correlation along the 
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nucleotide sequence. w  is a weight factor ranging from 0 to 1, and ( 1, 2,..., )j = represents the 

j-tier correlation factor defined as: 
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where the correlation function is defined: 
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In this definition, μ is the number of physicochemical indices. 1( )u i iP R R +  is the numerical value of 

the u-th ( 1, 2,..., )u =  physicochemical index of the dinucleotide 1i iR R +  at position i , and 

1( )u j jP R R +  represents the corresponding value of the dinucleotide 1j jR R +  at position j . The 

PseDNC descriptor has shown successful applications in recombination spot identification, 

making it a valuable tool for analyzing nucleotide sequences and capturing important structural 

and positional information of dinucleotides [25]. 

2.3. Classification Model 

2.3.1. Deep Neural Network 

The Deep Neural Network (DNN) is a fundamental type of artificial neural network with 

widespread applications in machine learning. Our DNN architecture consists of 5 layers, 

containing 64, 32, 32, 16, and 16 neurons, respectively, utilizing the ReLU activation function for 

the hidden layers. The last layer comprises two neurons, enabling the prediction of two classes: 

enhancer and non-enhancer, using the sigmoid activation function. To prevent overfitting, we 
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implemented dropout regularization with a dropout rate and additionally experimented with a 

dropout value of 0.2. In our optimization process, we explored an algorithm, namely "Adam." The 

hyper parameters for our deep neural network and other pertinent details are provided in Table 1. 

This experimentation and fine-tuning of hyper parameters aim to optimize the model's 

performance for the specific classification task. 

Table 1: The hyper parameter of the DNN Model 

Parameter Value 

Number of Layers 5 

Neurons per layer 64,32,32,16,16 

Learning rate 0.001 

Dropout rate 0.2 

Loss function Binary cross entropy 

Batch size 64 

Epochs 40 

Optimizer Adam 

 

Figure 2. Mechanism of transmission and activation function in DNN 
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2.3.2. Performance measure method 

We assessed the efficacy of our DNN models through 5-fold cross-validation on the training 

dataset. In addition, we used separate data sets to evaluate the results of the best model for each 
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category. The predictive model's effectiveness was gauged using five widely-used metrics in 

bioinformatics classification tasks [26-29]: accuracy, sensitivity, specificity, Matthews correlation 

coefficient (MCC), and the area under the Receiver Operating Characteristic (ROC) curve are the 

evaluation metrics used in this study. 

2.4. Evaluation parameters 

The subsequent four criteria are frequently employed to assess the effectiveness of a predictor: 

accuracy (Acc), specificity (Sp), sensitivity (Sn), and Matthew's correlation coefficient (MCC). 

Extensive discussions on these metrics can be found in the literature [30-34], and their 

mathematical formulations are as follows: 
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Table 2. Result of Enhancer Identification on Benchmark dataset 

Feature Encoding Classifier Acc (%) Spe (%) Sen (%) MCC 

Geary 

DNN 

79.05 80.94 77.31 0.58 

PseDNC 77.76 80.92 73.96 0.54 

Hybrid 81.83 82.89 81.08 0.63 

 

Table 3. Result of Enhancer Identification an independent dataset 

Feature Encoding Classifier Acc (%) Spe (%) Sen (%) MCC 

Geary 

DNN 

71.47 70.89 73.70 0.44 

PseDNC 77.20 81.78 72.57 0.54 

Hybrid 80.99 83.16 78.81 0.62 
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3. RESULT AND DISCUSSION 

3.1 Comparative performance among different feature encoding 

In this study, we conducted an experiment involving two distinct feature encodings: Geary and 

PseDNC. These individual features were integrated. Subsequently, a Deep Neural Network (DNN) 

model was applied to the integrated features. The performance results for both benchmark and 

independent datasets are presented in Tables 2 and 3, respectively. Upon analyzing the results, it 

becomes evident that the integration of both Geary and PseDNC features led to an enhancement 

in performance, as indicated in Tables 2 and 3. 

 

3.2. Independent test 

An independent evaluation is crucial to assess the model's performance, determine its capacity to 

avoid overfitting and achieve consistent results with new, unseen data. Our model, iEnhancer-

DNN, achieved impressive performance compared to the other existing methods listed in Table 4. 

Meanwhile, our proposed model achieved a sensitivity of 78.81%, specificity of 83.16%, accuracy 

of 80.99%, MCC of 0.62, and an AUC of 0.87, which were relatively promising and balanced. Our 

model iEnhancer-DNN is an optimal model with high performance. 

 

            Fig 2. ROC curves for iEnhancer-DNN on Benchmark dataset 
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3.3. Comparison with Existing State-of-the-Art Methods 

Numerous remarkable techniques are available for enhancer prediction, and some well-known 

ones include iEnhancer-2L [8], EnhancerPred [17], iEnhancer-EL [18], and iEnhancer-RF [19]. 

Table 4 illustrates the comparison results with existing state-of-the-art methods for enhancer 

identification. Upon observing Table 4, which involves distinguishing enhancers from non-

enhancers, the proposed predictor outperforms the existing state-of-the-art predictors regarding all 

the metrics. It is crucial to emphasize that, among the four metrics, Acc and MCC are of particular 

significance. The former measures the overall accuracy of a predictor, while the latter evaluates 

its stability. In this context, iEnhancer-DNN demonstrates superior performance compared to other 

methods based on the Acc and MCC metrics. To visually represent the performance, ROC curves 

and graphical representation of proposed model with existing methods are presented in Figure 2 

and 3, respectively. 

Table 4. Comparison of the proposed predictor with the state-of-the-art predictors in enhancer’s identification on 

Benchmark and Independent Dataset 

Dataset Model ACC% Sen% Spe% MCC 

Benchmark 

iEnhancer-DNN 81.83 81.08 82.89 0.63 

iEnhancer-RF 76.18 73.64 78.71 0.52 

iEnhancerPred 73.18 72.57 73.79 0.46 

 iEnhancer-EL 78.03 76.67 80.39 0.56 

 iEnhancer-2L 76.89 78.09 75.88 0.54 

Independent iEnhancer-DNN 80.99 78.81 83.16 0.62 

 iEnhancer-RF 79.75 78.50 81.00 0.59 

 iEnhancerPred 74.00 73.50 74.50 0.48 

 iEnhancer-EL 74.75 71.00 78.50 0.49 

 iEnhancer-2L 73.00 71.00 75.00 0.46 
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Fig 3. Graphical representation of the iEnhancer-DNN with existing methods on Benchmark dataset 

4.CONCLUSION 

This paper presents an efficient and effective method known as iEnhancer-DNN for identifying 

enhancers. Our proposed DNN-based approach demonstrated significant advancements in 

enhancer prediction compared to traditional methods. The fusion of feature extraction strategies 

and the utilization of deep neural network techniques were crucial factors in enhancing the 

predictive performance of our model. Integrating heterogeneous data allowed us to create a 

comprehensive and informative representation of enhancer regions, leading to a more refined and 

accurate identification process. Our DNN-based model consistently outperformed previous 

methods in accuracy, sensitivity, specificity and MCC, demonstrating its superiority in enhancer 

identification tasks. 
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