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     Abstract- Diabetes is a common chronic condition occurs due to 

imbalance of blood glucose levels in the body.In this paper, a 
forecasting model based on deep learning algorithm is proposed for 
accurate blood glucose level prediction in both short (15 minute) and 
long (30 minute) forecasting scenarios. The proposed model is based 
on a Multiheaded Convolution Neural Network (MHCNN) and 
multiple convolutional layers for extracting useful features providing 
meaningful information for pattern formation. The model is tested and 
trained on 30 subjects that includes 10 subjects of three different 
categories namely adult, adolescent and child on UVA/Padova dataset. 
The proposed model is tested against three types of Long Short-Term 
Memory (LSTM) networks namely Vanilla LSTM, Layered LSTM and 
Bidirectional LSTM. In addition, the performance of MHCNN is 
compared with CNN exhibiting the role of multiple heads in 
architecture.The MHCNN outperformed existing LSTM models and 
CNN in terms of accuracy and time of execution, according to 
preliminary experimental results. MHCNN is much faster than other 
models.  
Index Terms-Diabetes, Convolution Neural Network, Multiheaded, 

LSTM, Deep Learning, Forecasting 

I. INTRODUCTION  

Type 2 diabetes is a life-threatening condition that happens 

when the body generates insulin but does not use it properly. 

When the amount of glucose produced isn't properly utilized, 

blood sugar levels fluctuate, either too low or too high 

hypoglycemia or hyperglycemia arises [1][2].Therefore, blood 

glucose forecasting with high accuracy plays a vital role in 

diabetes management. Several predictive algorithms, most of 

which built on machine learning, were created to identify the 

glycemic trends of persons with diabetes based on the readings 

acquired by the CGM[3][4][5]. These algorithms, in particular, 

employ deep learning models such as CNN and RNN to 

recognise the structure of CGM and its temporal correlation, and 

then treat it using time series analysis approaches [6][7][25].In 

addition, research circulated developing hybrid of CNN and 

LSTM for forecasting BG levels [8][ [9]. The main objective 

around all research for using neural networks was featuring 

longer sequences and feature extraction. For which CNN was 

found to be highly competitive and even better than LSTM[ [10] 

] [11][24].The above review proves that deep learning models 

made a remarkable performance in all types of prediction 

problems. One of the most noteworthy work was proposed by 

Kezhi Li et al. [12][26]who significantly performed glucose 

forecasting by introducing a deep learning framework named 

Glunet. A different approach was performed by by Maxime De 

Bois et al. [13]  and by Eleni I. Georga et al.[14] where they 

treat the machine learning algorithms from two different 

perspectives, one for short term prediction of hypoglycemic 

events and another for long term for prediction of 

hyperglycemic events.Despite their great results, one of the 

primary issues remains the prediction of sudden changes in 

blood glucose readings caused by insufficient feature extraction 

in time series data[27][28]. Another major challenge is in deep 

learning models is overfitting. Simply adding multiple layers to 

the neural network makes the model complicated. Another 

noticeable factor in diabetes data is there exists a temporal 

relationship between all samples of different features. Thus to 

capture all features optimization of hyperparameters such as 

kernel size is a matter of concern [29][30]. In this research, a 

real-time glucose forecasting model centered on time series 

algorithms to aid in the prevention of diabetic issues is 

proposed. The proposed work is based on a deep learning 

architecture of CNN with multiple kernel sizes, multiple 

convolution layers with multiple head sizes. In this study, we 

are performing long and short-term forecasting of blood glucose 

using various deep learning models. The dataset used in silico 

data UVA/PADOVA of 15 days for 30patients.The subjects fall 

into three categories namely adults, adolescents and children. 

 Blood glucose data is highly nonlinear and non-stationary, thus 

to forecast the data multiheaded CNN model is employed for 

feature learning and is compared with various deep learning 

LSTM models [15]. The reason behind the selection of LSTM 

and CNN for forecasting is LSTM perform sequence to 

sequence time series forecasting and has proven to perform long 

term trend analysis and CNN performs auto feature selection, 

extraction and forecasting all in one model [15] [16]. In this 

study, we have compared vanilla, layered and bidirectional 

LSTM models of deep learning. LSTM models used for 

forecasting problems of blood glucose time series data are well 

suited to discover the long-term dependencies in sequential data 

due to its potential of internal memory [10].CNN is a sort of 

deep neural network applied for two purposes: feature 

extraction component and classification part. Unlike the 

traditional model, in this model independent CNNs are used, 

which are better known as convolution heads, to deal with the 

prediction of blood glucose levels. Here, data is addressed 

individually thus avoiding the need for preprocessing of data 

and delivering a more customised architecture for each type of 

observation. This architecture is referred to as Multiheaded 

CNN. It is implemented as a multiheaded model to capture the 

correlations of blood glucose levels of the past and future. The 

aim of the paper is to provide the best suited model forecasting 

model for sequential non stationary data in two forms short term 

and long term forecasting. 

  

II.PROPOSED MULTIHEADED CONVOLUTION NEURAL 

NETWORK(MHCNN) 

CNN is generally used for image processing and has become 

a cutting edge in this arena. We know in case of image 

processing 2-D convolutions are used where the kernel travels 

in all directions, while times series data is one dimensional 

thus need 1-D convolution with a single channel. Multiheaded 

convolution is a one-dimensional convolution neural network 
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in which each input sequence is processed by a completely 

independent convolution referred to as convolution heads. 

Here, the role of multiple heads is to extract the features of 

each input sequence independently. As a result, it generates a 

feature map for each head consist of time series data. This 

generates a sequence of feature maps for each time series 

independently. These sequences are then concatenated 

together because they were obtained independently of one 

another. 

For time-series predictions, deep learning is progressively 

being employed in the healthcare field. The creation of multi-

headed neural network architectures for multivariate time-

series forecasting is gaining popularity in research. This is 

due to the unique topology of multiheaded neural network 

where each input series comprises of independent variables 

can be handled by a distinct head. In multi-headed neural 

network topologies, the output of each of these heads can be 

merged before a prediction is produced. In this paper, two 

multi-headed ML architectures is used to predict patient’s 

blood glucose on a quarterly basis.Another important reason 

to use MHCNN is when RNN gradient vanishing is a 

significant issue  [20] . In RNN, the weights shift and 

eventually become so little that they have no effect on the 

output. As a result, the network's ability to learn from the past 

deteriorates, as does its operational competence for analysing 

extended data sequences for predictions  [23]. MHCNN is 

used for forecasting problems because it has convolution 

layers for feature extraction and pattern recognition, which 

results in quick prediction.The MHCNN architecture used in 

this paper has multiple convolutional layers, each followed by 

a pooling layer. Each convolutional layer has a headsize of 

two with an independent input sequence and filter size of 

three. To increase the accuracy of recognition of blood 

glucose levels recurrent sequential processing of input 

features is done. These input sequences are passed through 

two CNN models independently and finally fused to predict 

the output. The suggested method uses two CNNs, each with 

a different configuration. One has a kernel size of 3 and the 

other has a kernel size of 5. 

 

Figure 1: Structure of MHCNN 

The above figure-1 shows the structure of the proposed 

MHCNN model.  

III. EXPERIMENT 

In this research simulated UVA-PADOVA silico dataset is 

used for training and testing. It includes a population of 30 

silico subjects of three different age groups namely adults 

(>13 years), adolescents (age group 13-18 years) and children 

(2-12 years). Data is collected to forecast the blood glucose 

level of 5 minutes and 10 minutes based on continuous 

glucose monitoring done for 15 minutes and 30 minutes 

respectively. The experiment is conducted into two stages: 

Input stage and Forecasting stage. 

A. Input Stage   

The following steps are employed to generate the readings of 

blood glucose on variable meals and different 

calories.Simulation time is accepted in hours for 360 hrs 

i.e.15  days.Among two scenarios random and custom, a 

custom scenario is selected.The simulation started for three 

meals covering the amount of calorie intake for breakfast, 

lunch and dinner.The process of the simulation was 

performed for three categories of patients namely adolescent, 

adult and child.To collect appropriate blood glucose readings 

CGM sensors of three different types were taken: Dexcom, 

Guardian RT and Navigator which measured interstitial 

glucose levels for every few minutes. In addition, the Basal 

Bolus controller was used for keeping these blood glucose 

levels under control.Insulin pump glucose of two types cozmo 

and insulet were used to read glucose level trends over time 

and were visible on a built-in device screen.Finally, readings 

were saved in csv format to forecast the blood glucose data 

using machine learning algorithms. 

 

B. Forecasting  Stage   

Once the results are obtained of blood glucose levels of 

patients then it was used to forecast the data on different deep 

learning models. The different LSTM deep learning models are 

applied for testing and training like Vanilla, Layered and 

Bidirectional along with CNN and Multiheaded (multiheaded CNN 

with varied head size). The parameters 

like filters, pool_size,and kernel_size are associated with 

the Convolutional Neural Networks models only. Multiheaded 

CNN model with headsize=2 is used in the experiment. The models 

can be used for both types of forecasting (short-term and long-

term). Short-term forecasting means predicting the blood glucose 

level for the next 15 mins, while the long-term forecasting means 

predicting the blood glucose level for the next 30 minutes.In the 

dictionary pf parameters there were two variables named 

input_sequence and output_sequence. The time interval taken 

between the two samples is 3 minutes. Therefore, if 

the input_sequence is 50 and the output sequence is 10, it means 

150 minutes (1.5 hours) of input data is used to forecast the next 

15 minutes of blood glucose level.The performance of each model 

is evaluated in terms of MSE, RMSE, MAE and MAPE.The 

quality of prediction is also evaluated by calculating the R_square 

value. R_square is the coefficient of determination that determines 

the quality of fitness among the actual value and the forecasted 

value.It is observed in the experiment performed that accuracy 

achieved in CNN is many times faster than LSTM and performance 

is also very high. In case of multiheaded kernel size is taken as 3     

or 5 or 7.  

 

IV. RESULTS AND DISCUSSION 

In this section, we evaluate the performance of the proposed 

MHCNN model for forecasting blood glucose levels on 

UVA/PADOVA silico dataset. The 15 days of data is taken 
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which comprises of three categories of instances (10 adults,10 

adolescents and 10 children). The entire data is divided into 

two parts 70% for testing and 30% for training. The 

performance of the model could be analyzed from two 

perspectives. Firstly, based on error rate and secondly on the 

execution time. Five types of errors RMSE, MSE, MAE, 

MAPE, Square error are examined. The results of the 

experiment are presented in six tables. The first three tables 

show performance measures for predicting 15 min of data and 

the next three tables shows 30 min of forecasting. All the 

models were trained for 200 epochs with optimizer ADAM 

with a kernel size of 3 and 5. Moreover, to avoid dropping of 

features during convolution operations, the recursive 

sequential pattern extraction is applied.  

  Tables 1,2 and 3depicts the performance of the 

model for short term forecasting of blood glucose levels (15 

min) in the case of adults, adolescents and children 

respectively. Here the length of the input sequence is taken as 

50 and the length of the output sequence is 5. The time 

interval of BGM is three minutes. If we compare the error rate 

of MHCNN with LSTM models (Vanilla, Layered and 

Bidirectional) and CNN, results depicts that the proposed 

model is outperforming in all three cases. More specifically 

the value of errors exhibited in case of adults are: MSE 

5.14±2.85, RMSE = 2.26±2.55, MAE =1.76±2.37, MAPE 

=1.25±2.38 and R_Square =0.99±0.14. Similarly, the value of 

error is found to be least for the MHCNN model in the case 

of adolescents as well as for the child. When we look at the 

execution time of all the models it is pertinent that the 

MHCNN model is significantly many times faster than all 

other models. 

Table 1: Performance measure of Adults class of UVA/PADOVA 

sample dataset.For Ph=15 min (Input sequence =50 and output 

sequence =5) 

 Ph=15min     Adults 

Approac

h  

MSE RMS

E 

MAE MAP

E 

R_squ

are 

Executi

onTime 

LayeredL

STM               

 

573.52

±2.35 

23.95

±2.02 

7.51±2

.89 

5.23±

2.98 

0.92±1

.33 

46m14s 

Vanilla 

LSTM 

329.42

±2.56 

18.15

±2.78 

6.57±2

.23 

4.23±

2.10 

0.98±1

.23 

39m19s 

Bi- 

LSTM 

118.96

±2.23 

10.90

±3.32 

9.89±2

.27 

7.43±

2.15 

0.91±1

.34 

40m10s 

CNN 
Headsize=

1 

11.83±
2.19 

3.44±
2.15 

3.05±2
.35 

2.15±
2.39 

0.98±0
.98 

5m26s 

MHCNN 

Headsize=

2 

5.14±2

.85 

2.26±

2.55 

1.76±2

.37 

1.25±

2.38 

0.99±0

.14 

4m19s 

 

Table 2: Performance measure of Adolescent class of 

UVA/PADOVA sample  dataset.For Ph=15 min (Input sequence 

=50 and output sequence =5) 

 

 Ph=15min     Adolescents 

Approac

h  

MSE RMS

E 

MAE MAP

E 

R_squ

are 

Time 

Layered 

LSTM            

 

792.42
±2.35 

28.15
±2.45 

8.51±2
.87 

6.23±
2.12 

0.92±1
.98 

29m67s 

Vanilla 

LSTM 

535.42

±2.98 

23.15

±2.78 

6.57±2

.23 

4.23±

2.10 

0.98±1

.09 

34m11s 

Bi-LSTM 240.56
±2.35 

15.51

±3.32 
8.77±2
.27 

6.56±
2.15 

0.93±1
.28 

30m18s 

CNN 

Headsize=

1 

19.73±

2.79 

4.44±

2.15 

6.05±2

.78 

4.15±

2.31 

0.98±1

.17 

5m2s 

MHCNN 

Headsize=

2 

11.76±
2.83 

3.43±
2.58 

2.74±2
.49 

1.78±
2.38 

0.91±0
.19 

4m2s 

 

Table 3 : Performance measure of Child class of UVA/PADOVA 

sample dataset.For Ph=15 min (Input sequence =50 and output 

sequence =5) 

Ph=15min     Child 
Approach  MSE RMS

E 

MAE MAP

E 

R_squ

are 

Time 

LayeredL

STM               
 

473.06

±2.89 

21.75

±2.67 

11.23±

2.79 

5.23±

2.98 

0.92±1.

33 

32m24s 

Vanilla 

LSTM 

329.42

±2.98 

18.15

±2.78 

6.57±2.

23 

4.23±

2.10 

0.98±1.

09 

27m18s 

Bi-LSTM 166.66
±2.35 

12.91

±3.32 
8.37±2.
21 

4.39±
2.15 

0.93±1.
28 

29m13s 

CNN 

Headsize=1 
10.83±
2.34 

3.14±
2.15 

3.75±2.
15 

2.15±
2.69 

0.98±1.
11 

4m56s 

MHCNN 

Headsize=2 
8.35±2.

56 

2.89±

2.23 

1.46±2.

38 

1.55±

2.18 

0.95±0.

34 

4m8s 

 Tables 4,5and 6 present the error rate for long term forecasting 

(30 min of prediction). The length of the input sequence remains 

the same as 50 while the output sequence is taken as 10. In other 

words, 150 min of data is predicting the BG level of the next 

30min. From these tables, it can be seen that the proposed model 

produced lower prediction error values for all three subjects as 

compared to the results predicted by the LSTM models. The 

MSE difference in the adults using the MHCNN method was 

only 3.87 while the value of MSE in the case of CNN was 5.03 

followed by Bidirectional LSTM as 15.91 then Vanilla LSTM 

with 22.5 and layered LSTM with 39.5. In addition, execution 

time was also 3m48s in the case of MHCNN which was 

gradually increased many times in other models. This proves that 

the MHCNN demonstrates better predictions shown by the lesser 

RMSE values and faster execution time. 

Table 4: Performance measure of Adult class of UVA/PADOVA 

sample dataset.For Ph=30 min (Input sequence =50 and output 

sequence =10) 

Ph=30min     Adult 

Approach MSE RMSE MAE MAP

E 

R_squar

e 

Time 

LayeredLST
M               

 

1562.0
6±2.19 

39.53±
2.19 

27.51
±2.19 

15.23
±2.19 

0.82±2.1
9 

1hr14
m 

Vanilla 

LSTM 

507.15

±2.19 

22.52±

2.19 

9.55±

2.19 

8.16±

2.19 

0.99±0.5

9 

1hr23

m 

Bi-LSTM 238.57
±2.19 

15.91±
2.19 

10.97
±2.19 

6.69±
2.19 

0.83±0.3
9 

56m1
0s 

CNN 

Headsize=1 
25.31±

2.19 

5.03±2.

19 

 

2.89±
2.19 

1.92±

2.19 

0.98±0.4

5 

4m26

s 
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MHCNN 

Headsize=2 

 

15.00±
2.12 

3.87±2.
19 

2.35±
2.19 

1.65±
2.19 

0.9893±
0.19 

3m48
s 

Table 5: Performance measure of Adolescent class of 

UVA/PADOVA sample dataset.For Ph=30 min (Input sequence =50 

and output sequence =10) 

Ph=30min     Adolescent 

Approach MSE RMS

E 

MAE MAP

E 

R_squa

re 

Time 

LayeredLST

M               
 

683.82

±2.68 

26.15

±2.78 

11.12±

2.34  

9.86±

2.19 

0.96±1.1

9 

1hr24

m 

Vanilla 

LSTM 

240.87

±3.23 

15.52

±2.19 

9.58±2.

78 

7.98±

2.23 

0.99±1.1

2 

1hr13

m 
Bi-LSTM 166.66

±2.56 
12.91
±2.19 

10.17±
2.89 

6.62±
1.23 

0.93±1.2
6 

56m4
0s 

CNN 

Headsize=1 
121.66

±2.49 

11.03

±2.19 

 

2.89±2.
39 

1.92±

1.45 

0.98±0.1

9 
 

4m27

s 

MHCNN 

Headsize=2 

59.14

±2.19 

7.69

±2.12 
2.53±2.

10 

1.35±

1.67 

0.99±0.1

5 

3m44

s 

 

Table 6: Performance measure of Child class of UVA/PADOVA 

sample dataset.For Ph=30 min (Input sequence =50 and output 

sequence =10) 

Ph=30min    Child 

Approach MSE RMS

E 

MAE MAP

E 

R_squar

e 

Time 

LayeredLST

M               

 

270.60

±2.19 

16.45

±2.19 

9.82 

±2.67 

8.86±

2.19 

0.96±2.1

9 

1hr29

m 

Vanilla 

LSTM 

156.25

±2.19 

12.50

±2.19 

9.55±3.

45 

6.16±

2.89 

0.99±2.1

9 

1hr13

m 

Bi-LSTM 253.12
±2.10 

15.91
±2.19 

9.37±2.
67 

4.79±
2.23 

0.99±2.0
2 

1hr10
m 

CNN 

Headsize=1 
81.54±

1.79 

9.03±

2.19 

 

2.29±2.
19 

2.92±

2.34 

0.98±1.3

4 

4m16

s 

MHCNN 

Headsize=2 

 

31.36

±2.19 

5.60

±2.19 

3.09±

2.19 

3.06±

2.19 

0.99±0.8

9 

4m24

s 

 

Examining the results of all tables it is also noted that all 

the models tested in this work achieved noticeably improved 

performance for all the age groups as compared to other models. 

Furthermore, unlike previous work done, the proposed model 

predicts the blood glucose level with high accuracy and in less time 

making it a promising model for time series forecasting problems.  

 

III. CONCLUSION 

MHCNN is developed as a valuable solution for prediction of 

blood glucose level. A multi-headed 1D CNN is followed by a 

multilayered structure, with the CNN capturing the characteristics 

or patterns of the multi-dimensional time series. The improved 

CNN can process previous sequential data and predict the blood 

glucose level. Using that time series data, the proposed model 

performs pattern formation for each diabetes subject. The pattern 

obtained exhibits into a trained deep neural network which could 

be used wearable devices in future. In the silico dataset for short 

and long term forecasting of blood glucose levels, the suggested 

MHCNN approach outperformed the existing neural networks. It 

significantly proved that MHCNN is better in terms of accuracy 

and execution time as compared to LSTM models.Future 

improvements could be addressed regarding the optimization of 

hyper parameters such as kernel size, head sizes, pooling layers 

with more combinations. The model could be improved 

concerning the different meals intake in various conditions. It 

would be interesting to gather data from patients for more days. In 

addition, the model could be implemented on smartphone devices 

and wearable sensors. 
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