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Abstract: Cloud computing is a method of storing and managing data on remote servers over the 

internet, and then accessing that data via the internet. In cloud computing, fault tolerance is 

creating a plan for continuing current work even if a few components are unavailable. Many 

existing works have been done to overcome the fault in cloud virtual machines. Even though it 

produces low throughput, loss of virtual machine interaction, minimized network path, and low 

availability of cloud virtual machines. In this research, the technical complexities in achieving 

fault tolerance are removed by using Ternate fault Tolerance in cloud environment, in which the 

virtual machine fault with low throughput is eliminated by using Compeer wield which provides 

interaction between the virtual node and increases throughput. Moreover, to maximize the 

network path, Escalate lane is proposed to store all information about the process and to 

eliminate network failure. Finally, the availability of virtual machines is increased by eternal 

Alacrity. Thus the Ternate Fault Tolerance in Cloud Environment can be outperforming the other 

existing techniques with higher throughput.  
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1. INTRODUCTION: 

Cloud computing is an all-encompassing approach for providing IT as a service [1]. Cloud 

computing is a type of computing in which services are delivered via the internet utilizing 

models and abstraction layers [2]. Cloud computing is a distributed computing paradigm that was 

created to provide dynamic computing services through the internet. It enables users to remotely 

access, configure, and alter resources (such as software and hardware) [3]. “Cloud computing is 

a model for enabling convenient, on-demand network access to a shared pool of configurable 

computing resources (for example, servers, networks, storage, services, and applications) [4] that 

can be quickly provisioned and released with the least management effort or service provider 

interaction,” according to the US National Institute of Standards and Technology (NIST). 

Cloud computing consists of three levels of service models such as [5] (a) Software as a 

Service (SaaS): cloud service providers provide software applications to consumers or end-users 

as services. (b) Platform as a Service (PaaS): cloud-based platforms for developing, running, 

testing, and managing applications. (c) Infrastructure as a Service (IaaS): cloud-based access to 

physical machines, storage, networks, servers, and virtual machines. 

Cloud computing's flexibility comes from the ability to allocate resources on demand [6]. 

Many research concerns, like as fault tolerance and [7] security, are fully handled in the cloud. 

Fault tolerance is a critical issue in the cloud; it refers to all of the approaches that enable a 
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system to accept software faults [8] that remain after it has been developed. Failure recovery, 

lower costs, and increased performance are the major advantages of adopting fault tolerance in 

cloud computing [9]. There is a fault when many instances of an application are operating on 

various virtual machines and one of the servers goes down, fault tolerance is used at this issue.  

When using cloud infrastructure for real-time applications, the possibilities of mistakes rise. 

Due to the distance between the cloud nodes (virtual computers) and the transceiver (job 

submitting node, actuator, or sensor). Because many real-time systems are also safety-critical, 

they need a higher level of fault tolerance. [10] Cloud resources shorten the time to market and 

lower the cost of execution, but they are also vulnerable to resource breakdowns. Hardware 

failures, software failures, and virtualization, among other things, are the most common causes 

of failure. Task faults, virtual machine (VM) faults, and scientific workflow level faults are the 

three types of errors that occur at the point of a scientific workflow. To avoid failure, which may 

result in financial loss as well as injuries, safety essential real-time systems must function 

effectively. As a result, there is a greater requirement to accept failure when such systems are 

utilized with cloud infrastructure.  

To cope with service dependability concerns, several methods have been created that either 

anticipate and avoid failures or attempt to offer fault tolerance. [11] In a complex computer 

environment like a cloud computing system, where VM failures are unavoidable, detecting and 

removing errors that may develop in the system is impossible. As a result, fault tolerance 

techniques are increasingly being utilized [12] to allow the system to service the request even if 

some of the components are not functioning properly. A fault-tolerant system should be able to 

function despite software or hardware [13] component failures, power outages, or other types of 

unanticipated adversity. 

In existing cloud methods, several fault tolerance schemes such as checkpointing and 

replication have been utilized. The use of [14] VM replication to ensure the stability of 

applications running on VMs hosted on cloud hosts has been advocated. In cloud computing, 

faults and breakdowns of physical equipment are unavoidable. Each physical computer can 

contain many virtual machines, each of which can be running a different job or application. If a 

virtual machine fails, the job is halted, and any work that has already been completed is lost. 

Similarly, when a physical machine (PM) fails, all VMs hosted by that physical machine fail as 

well.  [15] Each virtual machine must be replicated to achieve fault tolerance. If a VM or the host 

machine fails, it is mapped to a replica VM, and the completed tasks are carried out at the 

replica, providing users with service dependability. 

Fault tolerance enables systems to provide required services despite component failures or 

one or more defects. Fault tolerance techniques assist in identifying and addressing system faults 

that may arise as a result of hardware or software failures. Fault tolerance is especially important 

in cloud platforms because it gives consumers confidence in the performance, dependability, and 

availability of cloud-based applications. Fault tolerance methods for cloud-based systems are 

often reactive, aiming to mitigate the impact of failure after it has happened. This research seeks 

to provide solutions to various issues like virtual machine fault, network fault, and availability 

fault in a cloud environment. As a result, Ternate Fault Tolerance in Cloud Environment has 

been proposed to address these issues. The main contributions of this paper are as follows: 

• Compeer Wield technique is used to remove the virtual machine fault by providing 

virtual machine interaction. 

• Escalate Lane technique is used to tolerate the network fault by creating a ruler node for 

information storage. 
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• Eternal Alacrity technique uses reserved memory to update the data and thereby removes 

the availability fault. 

Thus the proposed Ternate Fault Tolerance in Cloud Environment solves the issues like 

virtual machine fault, network fault, and availability fault in a cloud environment. 

The content of the paper is organized as follows: section 1 represents the introduction; section 

2 presents the literature survey of fault tolerance; the novel solutions are presented in section 3; 

the implementation results and its comparison are provided in section 4; finally, section 5 

concludes the paper. 

 

2. LITERATURE SURVEY 

 Zhou et al [16], proposed a checkpoint-based fault tolerance method. An optimum checkpoint 

technique that is aware of edge switch failures. Two methods are used in the edge switch failure-

aware checkpoint approach. For checkpoint image storage server selection, the first approach 

uses the data center structure and connection characteristics. The second method selects the 

recovery server based on the checkpoint image storage feature as well as the data center 

structure. The root layer, the aggregation layer, and the edge layer are the three levels that make 

up a fat-tree data center network. “In the same subnet” refers to the host servers that share the 

same edge switch. “In the same pod” refers to the host servers that share the same aggregation 

switches. The edge switches link the host servers to the network. The simulation findings 

demonstrate that the checkpoint-based approach in cloud computing systems may effectively 

assure service dependability while reducing root layer network resource consumption. Taking 

checkpoints regularly and restarting a failed service from the latest stored checkpoint image in 

the network path, on the other hand, is time-consuming and has significant overheads during 

normal operations. 

Chen et al [17], proposed a replication-based fault tolerance method. By enclosing the 

protected programs inside the virtual machine and regularly checkpointing the whole virtual 

machine (VM) state to the backup replication, virtualization provides a straightforward means of 

ensuring high availability. According to the study, existing VM replication solutions suffer from 

high checkpointing costs, network delay, and needless CPU resource usage in backup 

replication. The COLO++ system, which is based on COLO, is a non-stop service solution for 

client-to-server systems with coarse-grained lock-stepping VMs. To increase the dependability 

and minimize access latency, an asymmetric virtual machine replication approach is used, but 

high availability of fault tolerance in a cloud environment could not be declared.  

Rezaeipanah et al [18], proposed a fuzzy-based fault tolerance method. Cloud computing is 

quickly becoming one of the most useful new technologies. Failures must be foreseen and 

handled to minimize their influence on the system and guarantee proper job execution. Only a 

few recently developed fault tolerance approaches have concentrated on the non-fault detection 

dimension. This study examines the nature of the mistake and how it is detected in depth. It also 

includes a fuzzy-based approach for preparing an acceptable error tolerance answer. Requesting 

a task re-execution and migration procedures through the checkpoint are used to enhance error 

tolerance and load balancing when an error occurs. One of the primary considerations for 

guaranteeing service availability and dependability, as well as job performance, is fault 

tolerance. A new fuzzy-based technique for diagnosing and responding to fault management has 

been presented. Faults may be recognized properly using the suggested architecture without the 

need for a precise input dataset. 

http://xisdxjxsu.asia/


Journal of Xi’an Shiyou University, Natural Science Edition  ISSN : 1673-064X  

http://xisdxjxsu.asia                               VOLUME 17 ISSUE 10 627-646 

Khaldi et al [19], proposed scientific workflow in cloud computing. Complex scientific 

procedures need a lot of computing power. To carry out such complicated operations, cloud 

computing resources are a viable option. Task clustering is a useful approach for reducing 

system overhead and improving the fine computational granularity of jobs in a scientific process 

that runs on distributed resources. Despite their considerable influence on large-scale distributed 

resources, such as Clouds, previous clustering algorithms overlook the effect of failures on the 

system. In this study, researchers introduce FT-HCC, a new fault-tolerant task clustering 

approach that is aimed to improve workflow performance by adding workflow execution time 

and execution cost restrictions. The researchers present a novel method for fault-tolerant 

clustered job scheduling. When compared to a previous approach utilized in WFMS and planned 

on a Cloud distributed resource environment, the algorithm dramatically improves workflow and 

execution cost. Implementation with different nodes was not optimized in this approach. 

Ray et al [20], proposed a proactive fault tolerance technique. Cloud federation is a novel 

computing paradigm that allows cloud service providers (CSPs) to share their spare resources 

(virtual machines) with other CSPs when demand for such resources is low. The computing 

environment of federation members must be fault-tolerant to ensure the dependability and 

availability of cloud services provided through the federation. In this work, we present a 

proactive fault tolerance system based on CPU temperature that prevents failures inside the 

federation. In the case of a problem, we suggest using an algorithm called Preference-Based 

Fault Management (PBFM) to manage the federation.  ILP-based model for VM redistribution in 

a federated cloud environment in the event of failures. While redistributing VMs, this ILP solves 

the multi-objective optimization issue of maximizing profit while minimizing migration costs. 

The defective physical machine of CSPs inside the federation is predicted using a proactive fault 

tolerance technique based on CPU temperature. To address the problem of an arbitrary number 

of defective CSPs at a given moment, an algorithm (PBFM) based on dominance and preference 

relationships has been suggested. 

Effective fault tolerance framework could not be detected [16] restart service fails due to 

network path in checkpoint [17] an asymmetric virtual machine replication approach could not 

give high availability of fault tolerance in the cloud environment. [18] re-execution and 

migration results in ineffective load balancing in nodes [19] adding execution time and cost 

improves workflow does not provide fault tolerance in the cloud environment. In [20] Proactive 

fault tolerance could not suggest different relationships since the preference of nodes has been 

used. By considering all these kinds of faults in virtual machines, networks, and availability a 

novel framework should be developed so that it could be implemented in the cloud environment. 

The proposed methods will contribute to fault tolerance in the cloud, with high throughput, and 

increase the availability of virtual machines. The approaches that are already in use in fault 

tolerance are explained above. The next section explains the techniques and benefits of the 

proposed method. 

 

3. TERNATE FAULT TOLERANCE: 

Cloud computing systems improve the service dependability based on replication and checkpoint 

techniques, virtual machines in the cloud increase the efficiency of the services. A huge number 

of services and applications can run via the internet using virtual machines in the form of nodes. 

If a failure happens during the execution of an application or computing, it will cost more in 

terms of time, money, and power as well as harm cloud service providers reputation. Many 

existing works have been done to overcome the fault in cloud virtual machines. Even though it 
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produces low throughput, loss of virtual machine interaction, minimized network path, and low 

availability of cloud virtual machines. To overcome these issues a novel framework needs to be 

proposed to overcome virtual machine fault, network fault, and availability fault in the cloud. A 

novel framework Ternate Fault Tolerance is innovated to overcome the above-mentioned issues. 

While connecting numerous VM in a network, virtual machines could not be controlled and 

cause virtual machine faults. So a novel technique Compeer Wield is proposed in which virtual 

machine kinship is done based on Photostat. So the fault in virtual machines is interacted and 

controlled that increase the throughput. Even though throughput has been increased and tolerates 

the virtual machine faults, network fault occurs due to failure in the destination node. To 

maximize the network path a novel, Escalate Lane is proposed in which a ruler node is created 

that stores all information about the process and thereby maximizes the network path. After 

maximizing the network path there is a need to increase the availability of virtual machines for 

efficient processes in the cloud environment. To increase the availability a novel Eternal Alacrity 

is proposed, in which the updating virtual machine is processed in reserved memory without 

pausing any virtual machines. As a result, the proposed framework effectively tolerates the fault 

in the cloud environment. 

 

 
 

Figure 1: Block diagram of the proposed method 

 

3.1 Compeer Wield: 

Fault tolerance is a major concern for ensuring the availability and dependability of vital services 

in the cloud environment. Failures to minimize the impact on the system and application 

performance should be optimized and proacted. To predict the problems and take necessary 
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action before they occur, fault tolerance techniques are utilized. Many existing works have been 

done to overcome the fault in cloud virtual machines. Although it results in low throughput, loss 

of virtual machine interaction, a reduced network path, and low cloud virtual machine 

availability. When more virtual machines are connected in a network, it is difficult to control the 

virtual mechines and hence virtual machine fault occurs. To overcome the fault in virtual 

machines, the Compeer Wield technique is proposed. In Compeer Wield, the virtual mechine 

relationship is established based on Photostat. Photostat offers a technique to make the design 

and analysis that use shared registers much easier. Shared registers are extended by Photostat-

based virtual machines. Photostat allows a method to build consistent global states of shared 

storage without interfering with system execution and deal with several photostat operations at 

once rather than one at a time. The Photostat feature is most useful when it is required to 

preserve the state of the virtual mechine. so it can return to the same state repeatedly. When a 

photostat is taken, the data on all of the virtual machine's disks are saved including the data 

related to whether the virtual machine was switched on, shut off, or suspended. Virtual machine 

photostats are only supported by virtual machine fault tolerance when the fault-tolerant virtual 

machine can be backed up using storage photostat to protect against data corruption or storage 

failure. 

 

 
 

Figure 2: Photostat to preserve every VM 

 

The steps involved in using templates to backup FT virtual machines to set up the virtual 

computer are as follows 

• Clone a template of the virtual machine before turning on FT for the virtual machine. 

• For the virtual machine, turn on FT. 

• For the FT virtual machine, enable the in-guest backup program. 

Storage Photostatting differs from VM snapshots in that it is a capability offered by the 

backend storage array. 

The steps involved in using storage Photostat to back up FT virtual machines are as follows 

• Photostat the virtual machine files using storage Photostatting.  

• Create a new virtual machine and register it. 

• Transfer the vm file to another host, but disable FT for this virtual machine. 
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• Back up the freshly registered non-fault tolerant virtual machine with VM Consolidated 

Backup. 

 

 
 

Figure 3: Flowchart for Compeer Wield Technique 

 

Photostat saves a virtual machine's state and data at the moment the photostat is taken. When 

a photostat is taken from a virtual computer, it is copying and stores a picture of the virtual 

machine in a certain state. When it is needed to revert to a virtual machine state frequently but 

don't want to build numerous virtual machines, photostats come in handy. By collecting multiple 

photostats of a virtual computer, it is simple to create repair sites in a linear procedure. To 

accommodate a range of work methods, keep various locations with a large number of 

photostats. Individual virtual computers are used for photostats. Taking a photostat of numerous 

virtual machines, such as a virtual computer for each team member, necessitates taking a 

separate photostat of each team member's virtual machine. Photostats are important for testing 

software with unknown or potentially detrimental consequences in the short term. A photostat 

can be used as a restore point during a linear or iterative process, such as installing update 

packages, or during a branching process, such as installing various versions of software. The use 
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of photostats ensures that each installation begins at the same point. Photostat preserves the 

baseline for every virtual machine and the photostat achieves the process according to every 

related virtual machine.  

The following information of the virtual machine is preserved by photostat: 

• Configure the virtual machine: The virtual machine directory, which contains the disks 

that were added or modified after the photostat was taken. 

• The condition of power: The virtual computer can be started, stopped, or paused at any 

time. 

• The condition of the disk: The current state of all virtual drives in the virtual machine. 

• The condition of memory: The memory contents of the virtual machine. 

Since the fault in virtual machines is interacted and controlled by using the Compeer Wield 

technique and hence the throughput is increased by using the compeer wield technique. Even 

though throughput has been increased and tolerates the virtual machine faults, network fault 

occurs due to failure in the destination node. The next section explains the next technique, 

Escalate Lane. 

 

3.2 Escalate Lane: 

The Compeer Wield technique removes the virtual machine failure and thus increases throughput 

but the network failure occurs due to an insufficient network path. Escalate Lane technique is 

used to remove the destination node failure by enhancing the network path. In order to eliminate 

the network failure caused by inadequate network path, Escalate Lane technique creates a ruler 

node to store all the information about the process. The following steps are required to create 

Ruler Node: 

• Use FsImage, the file system metadata replica, to construct a new Ruler Node. 

• Data nodes must be configured to recognize the formation of this new Ruler Node. 

• After it has completely loaded the final FsImage checkpoint, Ruler Node will resume its 

operation, and the cluster will return to normality. 

The Ruler Node works with tens of thousands of data nodes to fulfill requests from client 

applications. FsImage is a file in the Ruler Node's local file system that contains the whole 

namespace of the file system. All of the file system's directories and file inodes are serialized as 

well. Each inode is an internal representation of a file or directory's information. The ruler node 

is now built, and it contains all of the process information. If any failure occurs in the destination 

node, the ruler node is activated immediately in the place of failure and it holds the network path 

without any minimization and thereby removes the network failure and enhances the network 

path.   
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Figure 4: Flowchart for Escalate Lane 

 

After maximizing the network path there is a need to increase the availability of virtual 

machines for efficient processes in the cloud environment. Existing techniques are available 

exclusively on the virtual machines processed and other virtual machines remain in the idle mode 

which leads to lesser availability of virtual machines. The next section explains the next 

technique, Eternal Alacrity. 

 

3.3 Eternal Alacrity: 

The Escalate Lane technique removes the network failure and thus increases the network path 

but the availability of virtual machines is not sufficient. Eternal Alacrity technique is used to 

increase the availability of virtual machines and at the same time, the Eternal Alacrity technique 

makes the virtual machine in active mode by using reserved memory. The term "reserved 

memory" refers to storage space set aside for a technology's usage. The notion is that memory set 

aside for one process can't be accessed by other processes. While traditional computers had a 

specific amount of reserved memory for their core processes and other amounts of memory 

reserved for programs, virtual machines in more sophisticated network virtualization systems 

may have different kinds of memory reservations, some of which can be changed by 
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programmers. The idea of memory reservation can be applied differently to these newer and 

more complex systems since network fertilization includes the construction of virtual data 

storage spaces rather than physical PCs or workstations. Each virtual machine consumes memory 

in accordance with its allocated size, as well as virtualization overhead RAM. The amount of 

RAM accessible to the guest operating system is determined by the size chosen. This is distinct 

from the virtual machine's real RAM allotment. The amount of memory demand, as well as the 

host's resource parameters (sharing, reservation, and limit), determine the memory usage. FT's 

major goal in cloud computing is to provide high availability in order to fulfill client criteria for 

service performance and completion time as specified by the service-level agreement. Because 

an FT service is an integral element of the service-level objective, having one in a cloud 

environment is critical. For this cloud computing system FT method is employed using reserved 

memory. This approach uses the Eternal Alacrity technique, which updates VM based on 

reserved memory, to provide a high-availability system in the event of failures. For updating the 

virtual machine, there is a need to upgrade the guest operating system or an application that's 

running on it and a need to change either the virtual machine itself or the policies that apply to it 

or the need to add a new virtual machine to the package. If this virtual machine isn't working 

properly, it can be removed from the stored memory list. According to the concept, requests from 

the host machine's or physical server's resources generate a collection of virtual machines 

without pausing. The VM monitor, which is either software, hardware, or firmware that 

generates and operates virtual machines, does this. The host machine is the server on which the 

virtual machine manager (VMM) executes guest virtual machines. The VMM provides virtual 

operating platforms to guest operating systems and controls the execution of these guest 

operating systems. The VMM keeps track of all virtual nodes produced by various host servers. 

It also keeps and preserves records from reserved memory during the process of assigning a task 

to a virtual node of a certain host server.  

 

 
 

Figure 5: Flowchart for Eternal Alacrity 
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So the availability terms are always high since the virtual machine does not pause in any 

situation, such that all the virtual machines can be reacted without any fault. Overall the Ternate 

Fault Tolerance in Cloud includes three major techniques. The first is the Compeer Wield 

technique which increases the throughput and removes the virtual machine fault. Second, the 

Escalate Lane technique increases the network path and thereby eliminates network failure. 

Finally, the Eternal Alacrity technique is used to increase the availability of the virtual machine 

and thereby removes the idle state of the virtual machine. Thus Ternate Fault Tolerance in Cloud 

Environment provides fault tolerance to cloud computing efficiently. The next section explains 

the results obtain from the Ternate Fault Tolerance in Cloud Environment and discusses it in 

detail. 

 

 
 

Figure 5: Overall Flowchart of the Proposed system 

 

4. RESULT AND DISCUSSION: 

This segment provides a detailed description of the implementation results as well as the 

performance of the proposed system and a comparison section to ensure that the proposed system 

performs valuable. 
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4.1 Experimental Setup: 

This work has been implemented in the working platform of java with the following system 

specification and the simulation results are discussed below. 

Platform   : Java 

OS    : Windows 7 

Processor   : 64-bit Intel processor 

RAM       : 8 GB RAM 

 

4.2 Performance metrics of the proposed method: 

 

4.2.1 Throughput: 

The number of tasks in a workflow that has finished their execution per unit time is referred to as 

throughput. A system's throughput, or the number of jobs that complete execution in a given 

amount of time, should be high. 

Throughput can be calculated using the following formula 

𝑇 =
𝐼

𝐹
                                                         (1) 

Where, 

I -      the number of units in the production process (Inventory) 

F -     The time the inventory units spend in production from start to finish 

 

 
 

Figure 6: Overall throughput of the proposed system 

 

      The above-mentioned graph clearly explains the throughput of the proposed system. The 

throughput of the proposed system attains the maximum value of 14 and the number of virtual 

machines is taken from 1 to 50. The above graph depicts that as the throughput increases the 

number of VM also increases. Initially, the increase is large but as the number of VM attains a 

limit the throughput starts to decrease gradually. The throughput of the proposed system is 

increased by using the Compeer Wield technique in which the fault in a virtual machine is 

removed. 
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4.2.2 End to end delay: 

The time it takes for a packet to go from source to destination across a network is referred to as 

end-to-end delay or one-way delay (OWD). It's a popular word in IP network monitoring, and it's 

different from round-trip time (RTT) in that it only measures one path from source to destination. 

Calculating end-to-end latency at a high level necessitates knowing the packet length, connection 

transmission rate (i.e. bandwidth), and propagation delay, which is generally in the range of 

2*10^8 m/s to 3*10^8 m/s. 

The end to end delay can be calculated using the following formula 

𝑥 = 𝑛 ∗ (𝑝𝑟𝑜𝑐 + 𝑡𝑟𝑎𝑛𝑠 + 𝑝𝑟𝑜𝑝)                                            (2) 

Where, 

x       - End to End delay time 

n       - the number of links between routers 

proc  - the average processing delay incurred by a router 

trans  - the average transmission delay 

prop  - the average propagation delay 

 

 
 

Figure 7: Overall end to end delay of Proposed system 

 

The above-mentioned graph clearly explains the end-to-end delay of the proposed system. 

The end-to-end delay of the proposed system attains the maximum value of 1.25 and the number 

of virtual machines is taken from 1 to 50. The above graph depicts that as the end-to-end delay 

increases the number of VM also increases. The end-to-end delay of the proposed system is 

calculated by using Escalate Lane Technique in which the network path is maximized. 

 

4.2.3 Execution Time: 

The execution time is defined as the product of the number of instructions to the average time 

per instruction and execution time is calculated using the formula, 

       𝐸𝑥𝑒𝑐𝑢𝑡𝑖𝑜𝑛 𝑡𝑖𝑚𝑒 = 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑖𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑖𝑜𝑛𝑠 × 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑡𝑖𝑚𝑒 𝑝𝑒𝑟 𝑖𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑖𝑜𝑛𝑠         (3) 
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Figure 8: Overall execution time of the proposed system 

 

The above-mentioned graph clearly explains the execution time of the proposed system. The 

execution time of the proposed system attains the maximum value of 34 seconds and the number 

of virtual machines is taken from 1 to 50. The above graph depicts that as the execution time 

increases the number of VM also increases. The execution time of the proposed system is 

calculated by using Eternal Alacrity in which the availability of virtual machines is increased. 

 

4.2.4 Packet Loss: 

When one or more packets of data traveling over a computer network fail to reach their 

destination, packet loss occurs. Packet loss is caused by either data transmission failures, which 

are common in wireless networks, or network congestion. Packet loss is expressed as a 

percentage of packets lost compared to the total number of packets delivered. 

𝑃𝑎𝑐𝑘𝑒𝑡 𝐿𝑜𝑠𝑠 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑎𝑐𝑘𝑒𝑡𝑠 𝑛𝑜𝑡 𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑑

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑎𝑐𝑘𝑒𝑡𝑠 𝑠𝑒𝑛𝑡
                             (4) 

 

 
 

Figure 9: Overall packet loss of the proposed system 
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The above-mentioned graph clearly explains the packet loss of the proposed system. The 

packet loss of the proposed system attains the minimum value of 1 and the number of virtual 

machines is taken from 1 to 50. The above graph depicts that as the number of virtual machines 

increases the packet loss decreases. The packet loss of the proposed system is calculated by using 

Eternal Alacrity which stores the information of the process in reserved memory. 

 

4.3 Comparison results of the proposed method: 

This section describes the various performance of the proposed method comparing with the 

results of previous methodologies and depicting their results based on various metrics. 

 

Table 1: Table with execution time comparison 

 

Techniques Execution 

time(s) 

LXC 80 

Docker 85 

Docker Machine 90 

Proposed 30 

 

 
 

Figure 10: Execution time Comparison 

 

The execution time of the proposed system is compared with the execution time of the various 

previously proposed techniques. From the graph, it is clear that the execution time of the 

proposed system is very low that is only 30 seconds than the existing output when compared 

with LXC [21,22,23], Docker [24,25], and Docker-Machine [26,27], and from the conclusion, it 

is noted that Docker-Machine has the highest execution time whereas our proposed system has 

the lowest execution time. 
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Table 2: Table with IOPS comparison 

 

Techniques IOPS 

LXC 820 

Docker 780 

Docker Machine 500 

Proposed 420 

 

 
 

Figure 11: IOPS Comparison 

 

The Input / Output Operations per Second (IOPS) of the proposed system is compared with 

the Input/output operation per second (IOPS) of the various previously proposed techniques. 

From the graph, it is clear that the IOPS of the proposed system is very low than the existing 

output when compared with LXC [21,22,23], Docker [24,25], and Docker-Machine [26,27], and 

from the comparison, it is noted that LXC has the highest Input/ output operation per second 

(IOPS) whereas our proposed system has the lowest Input/ output operation per second (IOPS). 

 

Table 3: Table with Round trip time comparison 

 

Techniques Round trip 

time (us) 

LXC 30 

Docker 45 

Docker Machine 120 

Proposed 140 
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Figure 12: Round Trip Time Comparison 

 

The Round Trip Time of the proposed system is compared with the Round Trip Time of the 

various previously proposed techniques. From the graph, it is clear that the Round Trip Time of 

the proposed system is very high that is 140𝜇𝑠 than the existing output when compared with 

LXC [21,22,23], Docker [24,25] and Docker-Machine [26,27] and from the comparison it is 

noted that LXC has the lowest Round Trip Time whereas our proposed system has the highest 

Round Trip Time. 

Table 4: Table with throughput comparison 

 

Data size 

(byte) 

Throughput (MB/ sec) 

MAX IDEAL ROSI Proposed 

250 3 3 3 13 

500 6 6.05 6.05 14 

750 7 7.1 7.2 14 

1000 7.7 7.8 8 14 

1250 8.2 8.4 8.6 14 

1500 9.8 10 10.2 14 

1750 10.8 10.9 11.2 14 

2000 12 12.2 12.4 14 
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Figure 13: Throughput Comparison 

 

The Throughput of the proposed system is compared with the throughput of the various 

previously proposed techniques. From the graph, it is clear that the throughput of the proposed 

system is very high than the existing output when compared with ROS1 [28,29,30,31], and from 

the comparison, it is noted that ROS1 [28,29,30,31] has the lowest throughput whereas our 

proposed system has the highest throughput. 

 

5. CONCLUSION: 

The technical complexities in achieving fault tolerance in the cloud are removed by using a 

Ternate Fault Tolerance in Cloud Environment. Compeer Wield, Escalate Lane and Eternal 

Alacrity provides the solution for major issues like low throughput, loss of virtual machine 

interaction, minimized network path, and low availability of cloud virtual machines by using 

photostat to preserve the baseline of every virtual machine to provide high throughput, Ruler 

node is created to maximize network path and the usage of reserved memory is to provide better 

availability of the virtual machine. The results of the proposed method are compared with other 

existing techniques and the proposed Ternate Fault Tolerance in cloud Environment outperforms 

all the other existing techniques and the proposed system has the highest throughput of 14, high 

round trip time of 140 𝜇s, and execution time is reduced to 30 seconds and the packet loss is also 

reduced to 1. 
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